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2565 $1uru 39 AU Adudunsideutndu 5 funou Ao 1) N135UTINYBYaNgANTIUNTIS oY
WAZNANIILIUVDIUNANBI91NNTITIIUTEUU (log files) STOU eLearning faan 1 A1ANISANY
2) Mawseutaya 3) nsanvuiadeya 4) n1suuasdoya wag 5) MsiAsieitayanielusunsy
RapidMiner Han15398wuI

1) fLUuneINIaikaNISSEuINNgAnssuNsteusvetindnuszaulsygin wuaiy
3 1dumng Ysnoude Wumnedl 1 dnfnwndlidGeulaifu 376 At Waunsuagnensaliaeusin
(Ifinsn S wide H) dunnsd 2 dndnwiidniZeusnnnit 376 ada uagldiuuunaaoudeueunas
vdadou Tsunsuaznensalinaousinu (Winsa S vi3e H) wazidumadl 3 dndnwidiFeusnni
376 a1 uildldviuuunaaeureuSeunasmdadou Waunsuaenensaihaeulaiiiu (fnsa U)

2) UsEAnSamnisnensalian1siseuaINnaAnIsuNIss o usveslnd nuiseay
USyaynln wudn AnugnaeaeenIsneInsainisaeun1u Sevay 87.88 ANUONABIYEINITNYINTE
n1saeuliiiu Sevag 50.00 LAZAINYNABIVBINITNHEINTANANITTEUIINNGANTIUNITTBUS
Jouay 84.62
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Abstract

This research aims to utilize data mining techniques, specifically decision tree
methods, to predict academic outcomes based on learning behaviors in STOU elLearning for
Master's degree students at Sukhothai Thammathirat Open University. The sample group
consisted of Master's degree students in the Nursing Science program who enrolled in the
course set 51715, which includes Nursing Organization, Human Resources, and Quality
Management, in the second semester of the 2022 academic year, totaling 39 students. The
research methodology was divided into five steps: 1) collecting students' learning behavior
and academic performance data from log files via STOU eLearning throughout one semester;
2) preparing the data; 3) reducing data dimensionality; 4) transforming the data; and
5) analyzing the data using the RapidMiner software. The research findings revealed that:

1) The model for predicting academic outcomes from the learning behaviors of
Master's degree students is divided into three pathways: Pathway 1 includes students who
attended no more than 376 times and for whom the program predicts a passing grade
(S or H). Pathway 2 includes students who attended more than 376 times and completed
pre-test and post-tests, for whom the program predicts a passing grade (S or H). Pathway 3
includes students who attended more than 376 times but did not complete the pre-test and
post-tests, for whom the program predicts a failing grade (U).

2) The effectiveness of predicting academic outcomes from the learning behaviors of
Master's degree students showed that the accuracy of predicting passing was 87.88%,
the accuracy of predicting failing was 50.00%, and the overall accuracy of predicting academic

outcomes from learning behaviors was 84.62%.

Keywords: Data Mining Techniques, Decision Tree, eLearning, Open University

umin

wilaadaya (data mining) 1 unszUIUNINIER AkazAouRiUADI AR UMILAY
wendeyaanyadeyarunlg (big data) ileAuvuaysyygULUUYS oA NENTUs ITAmAN thluld
ThAnUszlowl (Witten, Frank, Hall, & Pal, 2016) Fadudrunisvesnisingrmanidoya (data
science) fiUsznoUMIBNTIATIETeYa N195Buv0AT0q AzN1TIANSs LTy 1Tunns
Annwideyafiannsailldusslevianyadeyauunlng (big data) (Fayyad, Piatetsky-Shapiro,
& Smyth, 1996) ag1slsfinunalamdesdeyadvarawmaialawn 1) nsTnsigiadaines

(clustering analysis) {luwmafiansmanuduiustayanuusesndungunisndamos (MacQueen,
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1967) 2) myassaunisuazluna (regression analysis and model building) Wuimnmafinasisluna
PldvhueasuUsitmuneanaisuUsou 5| (Montgomery, Peck, & Vining, 2012) 3) n153tAT1gH
anduius (association analysis) LwmaRaanuTnszyAeiAadundeudy angrudoyalng)
(Agrawal, Imielifiski, & Swami, 1993) 4) n153tATIERNITIMUAUTELAN (classification analysis)
Dumedeahilumaiannsaldduundeyaiilinsudnuusisussnidungu Wensszylszamuie
vaavy (class) ¥eadaya (Han, Pei, & Kamber, 2011) 5) mslinziiaietiouaynaidenles (link
and network analysis) {umailalfiileszyuazuansauduiusuuyliuiusussninanainvans
nn (Wasserman & Faust, 1994) %131l nadamiiasdoyagninaldlunisnensainanisfeuves
UnAnwnngAnssunsiseusvestindney) memalnisnne laun NMsleseinmsieunyUseny
(classification analysis) (Romero, Ventura, & Garcia, 2008) wadanulddndula (decision tree)
(v¥yunn Ranivndd, 2564 Snfislu wyu wdlvdng, 2548; Inng watu, 2550) figninntaediuun
Usznndaya aseiuuunienuudiasinisneInsal (predictive model) Tuguuuulassasnaduly
FafimsBouiteyauuuiifasuaunsnaiiawuudiassnsdavnnmy Ifandeyafedieimnld
dranth Tnsdulsznevvesdulsidadulausznoudie (1) Tuun (node) Ao Ariantifsne 1uged
wonteyainglilulufianidladslvunaiiogqegn Sunin Iuuasn (root node) (2) A (branch)
Ao quantAvesnuand@luluundunneonu lasd1uiuvesd sazinduguandiveslnun
(3) Tu (leaf) An nguvaIaanslunshenweztaya tneaunsakansdulsenovvesnulddndule
Nnfinaan mavimilesdeyaiiusloviunuminerdoegisnn dreusendanineins anadna
Ao Prelumsdnduladiiuniseingg Weuduussnisdsunsaou wasiiinuszansamlunisng
LALNITUSMSNUNNTINESY
dmsunasunsaeulussduiaudiednuiaminedelanazaminerdodeiu nnsd
BousgannsodnfanmsdneldtudosinaniaFeusylussdunuinasifiansunsfinuvua

[ [
v =2 Y]

sudstimgadeannunelianuduiusuazdamaloenswviselnudoudonanisiseuvesindney fau

e eXe

ho]

'
aa o

wadamilesdeyaiuinazgnihuildlunsdnviiiessuiedadodeamguemanisouiiidmou
natiu W Yaudisg wien (2565) nud Pade (1) andnvasvesiandunusiile v sty
LAZNE18IUE AMUENTT N15RUNISANYT AUTURATEY waraunINeuIlY (2) UnuInued
o138 NI nwnuAdnusiunsliRUInwguianus anusuiinveuelelduazlinaviodan
Aandl A1wg Anulevgluiidedids waznisaienenvetenansdiuinu denasonisduia

a

nsAnwIvesidnseauySygen a1V INIsUINITNISANYT AseAnwImans Un1Inedeysna
o ditdedAynisadd diu Ining Usshvgua (2560) leAnwdadedwmananisdnsanisneaiy
LN NI5AN 190U NANYIsEA VU ey ly dadudadianmuusnisarans Jn19dnen

2553 -2555 gagmaiawmilesdoya nan13AN®INUIT Useianaudde tnsaaie wagmiieiai
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amziloulunsniansAnerdanudrfgsunuiu q Ndwayinlidn@nwidusanis@nwinuines
msfinw Inenuinwandgadsnsnmsdnsansfnwanuinadiganiniwayie dileangudeifinaye

[y [

dsansfinwmunasiganittudndadeninesiunmsvihnuyndiddninasenisdusanisfnuves

1 o

YnAnw1A1AUNA LLazwujwﬁﬂﬁﬂmﬁﬁNmawaﬁmmimL%ﬁ]miﬁﬂ‘mmmLﬂmsﬁﬁqmdwﬁﬂﬁﬂm

Y

'
v = a

AlaldvinausasdnAnuilvieudauda sude 359050l 1a3ade (2563) Ie@nwnisnensal
nadugvsnensssusemeadavilesdoyalasld Rapid Miner 1dulidnavla lnglddoyavos
Unissusyaulisandnululsaieuluseina Ussnausedeyanunanisisew diuanuduey uay
A1usd auleanadsaunaslsa3suain UC Machine Learning Repository fYaya 649 578013
31 wonvisUas nansaseiwuuiwememaliadulidnduls (Decision Tree) lnagAnu1ideusu
wnasinsTasaidu gini index LiteidenmuUsiiafigaiiassausnmLLANsTERIISARD AR 9
lugadoyals war AMvuAAT maximal depth MNAU 10 NUIIAIAIINYNADIVBINITNYINT A
(accuracy) WINAU 91.54% yonantudaiidnisenarinivinismenisanesiuiuunnldiuneide
wilesteyaulfiieviunonanis@nuivestindnuwn (unilan aesd wazamey, 2553 ; A3N1QaUN
Wayas, 2559; I ALY Uay 935y waUI1Y, 2559)
uvinendegludivsssunssuduuminedolefidnnisisounisaeunuunising ey
FnAnviassdusyaninazsedudadadne Tnsamelussduiudndnndlfidensou
nanuatenanansluaiviivdie liun Aadeans Anwiaians Inen1sinnis damans
INYIPNAATAVAIN LATEFAIANT Uywednarans sgAans inynTAaniuazanunsal dnemans
Inoreansuazimalulad warlnslanizarviivineruiamanifidandngnsne1uianans
uddin Wesesiumsueisuinsaunmiidmaliarudoniseruiadfizinndu luvnsiae
dodrialumstiasy uazliansodnunmdsaunealiluszuuuimaguam fadu msimums
Seunisaeudmsuidmtnnuasisuguliduneruiaiv@namessuunsfinenslng uenainae
PusammIraLaauneaIr Inluiuiividnauds Seelissmvulngldfuuimsgunin
fifiauniw 1nsg1ud ey wardaadunisiaunTzuUNsAnuIvesEw e Uamans tieldy
nsdi@nulunisdlduszgndfldlugad ug delu dady §ideTafuisauddyuosanan
ngruramans uazynindisanisisunisaeuiiidunisiinuiviesulad SAansaudsiliiiy

o w 1 [y =

WYANTTUNTSBUT VR SeuNanvany HanudAyian1TiRuITsUUNSANYIVeIaVIMEIUIa

]

Aans

Fadu 91uATeEisdnvinisldiadamiiosdoyad035dulddaaula (decision tree)
LﬁawaWﬂiaiwaﬂwsL%umﬂwqﬁﬂisumsﬁauiw STOU eleaming Udin@nuwiszauyIgeyln
uANedgluvivsssnns Woaussulouts unuiamIne dualeiosssunssivadulml
seey 20 B (WA, 2561-2580) sjatiuntsusudaliuminerdefnavusuuiunnisueniiviimed sty

fanwivadenevaueinsiieus nvrvedanawian waznisndasiasuiugiuaunaluladuas
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arsaunaliiuatefiadesnnuaziizanedonisduad owdu Digital University (Wnn3nende
aluisssunse, 2563) wazaoaiuivuloviensuiuiasusuuuunmssandensidounisaeuiy
souladauysaiuuy ndamnisissunisasulussuunisinadsuliviusewmalulad uasngnssy
n3isuvoui3suiiug sunlasly Suaudndnvisennarsdulundasdnisfnyid uiy

(WM INgRFLUNIESIINEIY, 2565)

(Y 13 a o

MYUILEIANITITY
wialdweadamilosteyaniedsdulidadulalunisneinsalnanisifeuainngingsy

n1sSEuFuNIEUUNSSEUeaulall STOU eLearning vastindnwseaud3yanin uniinendualuvie

555

NIBULUIAANITINY

nsfnwies mslfimadamiestoyaii eneinsalnanisisuanngnssunisisous
vuszuuNsissueeaulal STOU eLearning vastinfnwssAudsaanln uminedegluvivsssunssny
FatuiauUsdasefinsihunieneidlensinsainanisdoufandunginssunisideuduuszuums

Soupoulay STOU eLearmning 903n@ny) A9lanslunIauLLIAANITIVEMIUANT 1

s <
AU INEINTA
waRnssunsiEuiuuszuunsseueaulal STOU

eLearning lawn n1siinUjjifesulau nsinufulu

W MsasnavialednUioR nslunszeau nulsAna

aunmu nMsnumeulungu msAnwdonisaeu S1uiu HANTSLIYUAUNANUNTING1RY

ASINLLNTEU e-learning waZNISILUUNAGDUNDY

BuLaruauseU

A9 1 NFBULWIANNITIY

/N33
wAndunsidieldinalinmilosdayalunisneg1nsainan1sissuaINngAnssUNITsUTUY
seuunsieueaulal STOU elLearning vostin@nwseduuSyuiln unInedualuissssunsse

ANTOUITNTIVUAUNINA 2
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Jagun

ASTUIUNTS R
1) YouangANTIUNITISEUS v " HANGA
Jane 3 1. N3TIVTINVOYANTIVUTEUY .
NANISNYINTO

uusTuUNsiSueaulau 2e9AR N

. P> . > NANI3L38UIN
STOU el.eamning 2. M3LesEUveYa (data preparation) - - ¥
2) HaNISLTEUYDIUNANEA " NRANTaxMIaLELg
3. MTanvUIAYeYa (data reduction) o = "
vesinAnuIUsggln

swiusSyniy 4. Msudasveyalnisuwuuimungas

3) NMIANTISEUNTEDU

fumatlawmilesaya

n9lna

AN 2 NTBUITNNTIY

fAfulfutstunounisiniunsifooondu 5 duneu freasndendsil

1) MIANY NMUNITIUNTIY IRBIfULLIAR ngud Tulenans uazauideiifende wie
Anwisesduszneuiidrdguansldinaiamilodeyaiiiensnsainanisizou Inefnyluzeswes
(1) wailawmilosdaya (3) maliaduliifnduls (decision tree) (4) lUsunsuAnT1EVitoya RapidMiner
uay (5) MmydansissunsasunelnaszauUsgaln

2) M57UTIMTayaNINNTidausEUY STOU elearning ludiuvas log files Tunanslidiu
ferananiithAnwidszuu Jeuazuwana mnelavdszsuadeseuiionnes Aanssuidiansiily
szuukazaudlunmatildan lasfuteyaanidndnuisyyiln awmeiuiamans Aaaseulu
YY1 51715 MITANITIANIT NTNEINTUYWE UazANAINNITNEIUIE Madaty Yn1sfnw 2565
w39 au ivtufinteyalunisiieuniuaietiedumesidanaen 1 nAnsinw uardoya
nanssuvesiindne lnedneazBeausenoude 3 du fail

2.1 Yauthudn Usgnaude mamurmussanssufisidos asounquilonsolull deya

WOANITTUNTTEUSLAEHANTSSEuYeinAnwseAuUSyIln anvmenuiamans flasSouly YAV
51715 M3IANITOIANIT NINLINTUYWYE UazAMNAMNNTNEIUIE M1Avaty Tn1sAnw 2565 91Ul
39 Ay TdSeulusyuu STOU eLearning wazdinmsdaiudeyanisseuly log file n13dnn1siseu
m3aeunting walawmilosdayadsaulddndula uaglusunsunisiiasesideya RapidMiner

2.2 nsgUums Useneusme nszuaumsinzsideyalasldmaiamilesdeyaiiionsnsaing

a

N1 EUANNGANTTUNTISBUTVOIINANWITEAUUT YN uminedegluiesssunssvuussuy

ALY
I

m3st3euseulall STOU eLearming wuisanilu 5 Jusau fie 1) M3siusindeyanisldnussuu (log
files) STOU eLearning vsn@nw ihudufindeyalunisidnseuinueiotiedumnesidanaen 1

AMANSANY wazdayananisiseuvetindnw 2) mamssudeya anliunisAniondeyai el
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UBYavIANIY (missing data) LLazﬁﬁmﬁayjaﬁhijuau (uncertain or noisy data) 990 3) N15aA
yurateya (data reduction) lnsmsdnidendoyanudnyuzianzfideinsiuningey ioan
yundoya anmnududeuvesdoya uasifinyszavsnmmsieey 4) msudasteyaliiizuuuud
winzauiuwmeallamilastayauazduiindeyalugUuuy CSV 5) N15iAgvivayaniginatinmilod
Toyalagldlusunsy RapidMiner

2.3 NaNdn AB NANITNEINTANANITHTEUINNGANTITUNITTBUFULTTUUNIS S ouRaulal
STOU el earning ¥a3tin@nwnseaulsaa1v umIne1dualuyissssunssny fnszilagldinaile
willsadeyaissulddndula

2.4 mansudoya Tnensidonuaznsesteyaiifinadenunmuazranugniesueswadnsly
Msieszd Inesuunsidadeyaiigame (missing values) wavdeyatiliutiuou (uncertain or
noisy data) pan il ngAnssunsiieudiazdnuusnsUssnsmansaliduiutmeinsaiua
nsdsuvestAnwsesuUS v Ussneudesuds feil

AN51997 1 FuUswennsaikfay Attribute WSBUSIUALLDYN YRA LATAIVBIALUS

Attribute Description Type Values
Gender INAYDIENANEN Nominal F = LWAnE),
M = InFYY
Province Qﬁmﬂﬁuﬁagmmﬁﬂ“ﬂw Nominal N = newmile, NE = nangiuaanidaanila, C =

AAnans, S = MAld, E = nmengiueen

e-Training Hnujueaulal Integer 1 = vhAanssy, 0 = LiviAanssu
Job-Training Hnujulumienu Integer 1 = vhAanssy, 0 = LiviAanssu
Upload-clip dwmauInlelnufun Integer 1 = vhdanssy, 0 = ldvhdanssy
Webboard ASTATUAUNUN Integer 1 = yhAanssy, 0 = laviAanssu
Q&A au-moulungu Integer 1 = yhAanssy, 0 = laviAanssu
Learned-course  @Anwdonisasu Integer 1 = hAanssy, 0 = laviAanssu
Grade-real NANS38AUNUTNUNING 18 Nominal H = Azuuusavay 76 Juld

S = ALLUUSPEAY 60-75

U = agiuusininsesay 60

Learn FUIUATINIL5EUU e-learning Integer TIUIUAT
Pre-Post Test AFOU Integer Yes = ¥NA9NTIN = 1,
AoU-rdaSeY No = lslvihAanssu =0

v

2.5 maudasteyaliisuuuuiimnzaufumaiamieadoyauazduiindeyalusuuuy Csv
Tngsinnisuvastegatadoneinsal#i ldainseuy STOU eLearning 7 8 nwaztdudauds
WUUKUINA Y (categorical variable) Tt udayawuy binary (yes =1, no = 0) waztuiindaya
Wuguuuu Csv iielanansaldlafulusunsuiivainvans waziduguuuuiiiesdenissuuaziden

Toya
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2.6 MyBasTznveyamemaiamiisoyalagldlusunsy RapidMiner wiauasuna aiuse

NANTSIVE WALUDLAUDMUY

Useunsg
UnAnwszauUIalyn v Ing1aegluvissssunssy Umsinwn 2565 91w 5,144 au laed
UnAnwisgauuSyailv arvineruiaaians un1Inedealuiesssundsny 91Uy 287 Ay

(ENeIATIZALATNAUITZUU @NUNABUAILNADS, 2566)

729819778
liidonuuuangainAnwseaulsyln arvmeruiamans Nauseuyaivl 51715
NM39ANI50IANIINTNENTULEE UazAmAINNIINEIVIA A1AYate Tnsfnw 2565 wazdinisiiu

Tuiindoyalunisidieunnuaietnedumnesiinnaen 1 MAN1sANY) 91U 39 AY

1A5D939798

1) 550U STOU eLeaming r1un3atnedumesiin Uszneusie deyaiieanugiseu deyanis

Y Y

[y

Wldausyuu Wy msidldanuvesiiSou Uszneude IP address Al#lunsidhgszuu funan 1
spuu navauafioglussu doyanisvhianssy deyanmshuuiEinin wasdoyanisufduiudiu
Wleunarenasdiaou

2) WWsunsuuszend Microsoft Office Excel Tdlunisnsendeya wazuUasioyalvioglugluuy

vaslnaunana .CSV

nsAATIzidaya
LIAnnIIneINsalnanIsis eIy Anssunsiseuilagldimatinmiesteyarnedgauld

fndwle Wudsll FAdeinsadsiuuuihumememaiiadulddnduls einisweinsalnadugns

MINNTIEU (S,H,U) 18ea1nnauainsuseiiiunavesamine dealuiusssungsny nanife

AzhuuSanar 76 AUkl denuaiunsaszau H
ATLUUSDEAY 60-75  HAnuduisaseeu S

AZLLUAININSoYaE 60 dAuamTaseiu U

v

nsinszvinuautAnfanvesteyaundulnunsin (root node) wariuasialnungnuazidu

118



21397371590 Usvidduna 807 uazn1339emNasaumans U7 5 avuil 1 (uns1eu - dguigu 2567)

WeulUiser 9 aunindeyailavzgninliilunguiendu uddmgaaddulidaduls nioutuiy

Y

A a a U L3

FPufagdingziiauiilunsmsoUssdnsamaesdawuuneinsalildanmaieamiestoya

e eXp

2e3sauldsnaulane

ho]

HaN15398
1. wan1siaieud ey ad1miunisas e nuuneInsaluagn1sneInsalnani1sis gy
IMNNGANTIUNSITEUF

¥ v

FFuladnd1teyaglusunsy Rapid Miner wagld Operator Correlation Matrix Ll 911113

e

TAFIEAANFUNUS TEnIedUsnennsal (IV1-IV10) Faududnuazniaussunsenans 2 dauus
(IV1, IV2) wagngAnssunisiseus 8 fuwus (V3-V10) dumnuskanisiseuvasindne (V1) lngen
AVAUNUSTUANTLNAUNZFUE NS UNITAS19AUUNYINTA AB .20 NANISIATIEVNUINAAUUTLENT

avd@niudeyluriesendng .11-.69 Aua1T199 2

M19199 2 ArANduTussEinaduUTnensalkagmuUssluswuunensalnanTseus

Attributes V1 V2 V3 V4 V5 IV6 V7 V8 V9 V10 V11
Gender (IV1) 1.00

Province (IV2) 13 1.00

e-training (IV3) .26 .26 1.00

job-training (IV4) .33 .36 .66 1.00

upload-clip (IV5) 56 43 46 28 1.00

Webboard (IV6) A1 .52 .26 .36 .48 1.00

Q&A (IVT7) .33 41 .62 42 .35 .19 1.00

Learned-course (IV8) .59 13 .45 .24 .69 .66 54 1.00

Learn (IV9) .26 23 .49 37 .33 34 23 .48 1.00

Pre-posttest (IV10) .34 37 .63 .60 .48 .16 .16 27 .35 1.00
Grade-real (IV11) 21 31 .26 32 .29 41 .39 .26 52 .69 1.00

2. HANTNEINTUNANITTBUINNGANTIUNITSBuSMewmallamiloatoya FFdulddndule

lun1sadrsinuuneinsaluaznisnensalnanisiseuanngAnssunsiseuslagmaila

va o o £% ¥

willestaya F5dulddndula aaelusunsu RapidMiner §3detd1yntaya data-real-update-2.csv

ENUleLUDSL5LMB5 ReadCSV hadmMAUAUNUINYBILaans UN9n1elawlasisuwas Set Role wagns

£%
v a

a519fuUUNeInsalRae Operator Decision Tree lmafiiwua Parameters {umsil
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1) Criterion sandu gini index Afiisuaniandnuaevietaflansihuldidunndnue
Tumsudsnguuessanessu Tavazduanlilden gini Adesigauniduluunsin

2) maximal depth farniu 3 S et munmmunvesduld

3) confidence 1 a1MuAA1Y9ALY B3 UR TFdMTUNITAIwIAL error Tunisviune

faAdu 0.10 fan i 2

Process Parameters

) Process » . Decision Tree

by J

criterion gini_index v

maximal depth 3
< apply pruning
confidence 0.1

v a reprunin
Read CSV Set Role D BRly/pISE e

i 1 a M a a
" & ~pq(= g ~p - A e
o ex
i E

minimal leaf size 3

minimal size for split 4

«» Hide advanced parameters
e ibility (10.3.001

AN 2 NMSANRUAAINISITMSIUNISAS 9L UUNeINTaiNaNIsSeu medsauldsnaule

s

'@ RapidMiner ¥inn1sUsealananaglanan1sIAs1E

(Y

AduFnuuneInTainan1sIs oy
1 [~3 % 1 =
wUTu 3 1@ U9 naAe
1) Wunei 1 dn@nwnnseuliiiu 376 ase Tuswnsuaznensainaasuniu (lewnse S w3
H)
2) WEUN9N 2 UnAnen P nseunnnin 376 A5 wazlavinwuunageunaussukarna sy
TUshnsuaznensaiinadauntu (lAwnse S use H)
3) AU 3 UNANTLSEULINNI 376 AS9 ke tdlevinwuuneasunaulssukarnauseu

TUshnsuaznensaiinadaulueiny (lanse U) aunni 3

120



21397371590 Usvidduna 807 uazn1339emNasaumans U7 5 avuil 1 (uns1eu - dguigu 2567)

fail

pre—posttest

no

yes

learn

> 376

pass

=

376

pass

A7 3 FKuUNEINTAINaNSSEUAINNGANTIUNSREUIeTRulRRFwl

3. MmyiaUsganinamnisnensalnan1siseuannginssunsiseusmemaiamilesdoya 35

suliifnaula

lumsindsgdnSamnisnensalalemaidamilocaya

ANANENABIYEINTTTUN (Classification Accuracy) Faunnsindndinvesduiudeyaniduwuy

a1u303uunAaNE LA 8g 19 NA IR BTIUINTBY AT N IMARDUY IMUA NS adRdIuTENINg

ad v

150U

ArmanaNgnYinue (Predicted Class) siaA1Aanaase (Actual Class) muai 4

Process

() Process » £ 2 B + @ W[
A
Read CSV Set Role Decision Tree (2) Apply Model Performance
d i 3 o) —Qea gm ea)—(ra modD { mod tab )—— 1ab % per[)
‘ 7 [
p A ¢ D R d. -
: v wei ) v v
v

Parameters

. Decision Tree (2) (Decision Tree)

criterion
maximal depth

v apply pruning
confidence

+ apply prepruning
minimal gain
minimal leaf size
minimal size for split

< Hide advanced parameters
e RS

lLiidnaula agna1su1an

gini_index v @

3

AN 4 NISANUAAINSITMSIUNISIAUSEANS A swennsalmedSaulddnaule

121




21397371590 Usvidduna 807 uazn1339emNasaumans U7 5 avuil 1 (uns1eu - dguigu 2567)

Sofinnsanwatilsnnduuunensalifisududeyasse wui

1) flfnAnwaouriuase 31au urlusunsunensalindn@nwiaeuniy 29 Ay daty A
9NABIYBINITNEINTAINITARUNIY WinuTosay 87.88

2) fidnAnwaouldiiuase 8 au uwilusunsunensaiindndnwavaeuliniy 4 Ay faiy
ANUYNABIYBINITHEINIRINTSaRUltkY WiiuTawar 50.00

3) Ut AnwITmuanILa3e 39 Ay wilusunsumennsalindnuaeuniuwas lius sy
33 AU iy ady AUYNABIVBINITNEINTAINANITSHUAINNEANTTUNTLS8US (predicted

accuracy) Winiuseuay 84.62

accuracy: 84.62%

true pass true fail class precision
pred. pass 29 4 87.88%
pred. fail 2 4 66.67%

class recall 93.55% 50.00%

AT 5 AHYNABIYDINITNYINTAINANITTUIINNEANTIUNNTISBUIVeTInANK

medsaulddndula

dsduazanusiena
Pnuan1sldinatiamiliestoyamedtiulidadulalunisneinsalnansiseuainnginssunis
WSeug vuszuunisiieusaulal STOU elearning UadtinAnuw13ea ulS yay lnumiinende
alavesssunsae neddfudmmginssuniadoudiaun 8 fuds widlodudunisuszanana
selusunsuudrlamnuunensainanisiseuidsulsnensallusauuuiies 2 fuUs As Leam
(§1uruATT LTS3 UY) wayPre-Post Test (NM5VUUUNAEUR DU BULAEnE LS ou: v1/l3ivi)
Aanssy) Tnefidauuunensainanisieoudl 3 Wumis ldun 1) Snanwdidiseuldiiu 376 ads
TUsunsuaznennsalindeuriiy 2) dndnwildnSeunnnni 376 ads wagldviuuunnaeuneusoy
wazndaseu TUsunsuasnensalinae Uk uLasdunied 3 YnAnwiidSousinnd 376 ase
waldlavhuvunedeunouSsulazrdudou TUsuAsuagnensalingeulaniy duussandainnig

WYINTAUNANITLIHUIINNYANTTUNITTEUFVIUNANWITEAVUTYYIN WU AIUYNADIVDINTT

NYINTUNITABUNIU Toeas 87.88 AIUYNABIVBINITHEINTAINISARUlLHIY Foaas 50.00 uaz

122




21397371590 Usvidduna 807 uazn1339emNasaumans U7 5 avuil 1 (uns1eu - dguigu 2567)

ANNgNFBswBINTNEINTAINANI SN ANTIINSS oS Fevay 84.62 anansnesuneldiinsd
ThanwdsruuszuumsiSeuseulal STOU elearning shununnadufissedradieafidsldamise
Suseslsintindnuazasuriu (Idinsm S w3 H) Turaideanuin dndnwinguiiiihssuunsibou
soulaunfaudurinfanssuwuunegeunauiu-ndnssunivglidumelanianinuiiazidulunis
aousuILRNg T uegudnL TadenndostuuiunnisideudvessruunisAnsmdlnadiuiuli
dnAnwlduimstansfuesislues e anuil nsuvadeomlunisinw wasnsUsudunuies
AeunsauassiensuEniadeuSeunasndaiou Wetndnwldsidunsludavan o
UsvAnsnmgeuvililenmanunagfulumsasuihuasifiugatumalude
wamﬁﬁﬂwﬂmm%’aﬁumﬂm'wmmm’ia’ﬁ’a’luﬂizmm’[,uaﬁmﬁr;humLﬁaammmﬁ%’adaﬂﬂﬂiy
Anwiuindnwiluuiunvesminedelauaznsiseunuum@ynindundn Wy Yadsgn wiwa
(2565) nu Padandnunzvesifnduanudile w8y deiuasneneuganudnta msraum
N3An®7 ANsUARYeU uazguATMBUNTY LAzt asuNUINYBI1TEN UTnwn A dnus
dawaneanisduianisdnwiveslddnszauuigaen @a1v13n1suimsnsane puzfnwieans
uInendeysni egdvoddynieaia diu Inind Ussivgua (2560) IdAnundadoiidema
faN1sdUSINTANIRUINATINSANYITRINAnYISEAUUS e I da1dutufinimuusmsaans
Unn3finwn 2553 -2555 somadamidestoya nui Ussinnauide insaade uagmiiein
famezdouluudnanisdnuiianudArilidnAnwdisanisAnwniuinueinisfne siuds
391050l 138 (2563) Id@nwinisnensalnadugrinianisieudismaiamiiosdoyalasly
Rapid Miner F5suldsinduls IngldvayavesinGeussiudsenfnululsaseulusana Ussnoume
Toyasunanisiieu srunnuduey wazanudeulosmedenuuazlsaiouain UC Machine
Learning Repository #anmsai1sianuuyhuememaiaduliifnduls wuin fudswennsaifieglu
fauuunensal Tdud msgriu/msaoulaiiu nsdeSuidiodoufiay Atull interet N33
filawilsadou uagnaildlunadumslulsadeu ArrnugadeavesnisneInsal (accuracy)

Winfu Segay 91.54

Fadnnnlun1sivy
mAfedesilfinaliamiosdoyatumnadoyaiililuginninidesndouluFoaiainisds
sounuresamuNITerlilunuiseivhnmatusuiindeyadfios 1 man1sfnw fadu S1uou
nauAIBE e wazdumLUInensadilinsounquuandusiiunuresnsinyiiussauludinfne
v Ainedvalsiessansesiomn dsduewandidasldfnutudeyaruelugiunainvans

wangnstunatsnianisAinwiielulanan1sfinuNiieanesianisesulsn sneInsaiNan13euN

123



21397371590 Usvidduna 807 uazn1339emNasaumans U7 5 avuil 1 (uns1eu - dguigu 2567)

WeANIIUNITISBUVUIZUUNISSsusaulal STOU elLeaming wastindAnunluszautadindnuilu

AMTIVBIWTINGFeFlTEETTUTINY

dalauaLug

tarauauuglunsiinanisidelulduszlevy

fielaannsmimansifelldisslondls fedl

1) Myvfulssasinunszuunmsiseu #an1s3deaunsatiglunisussiiuwazUsulsassuy
nsiFouseuladlidvszAnininanndu Tnensviliiden 33n1saeu uaznisuseidunuies
fmnzanuavannsadanguliiaenndesiungiinssuuazanusioinisvesthdnwusazngu/au

2) madndulaseiuilouneuasuimsdionis sanifelamsaiiludssgndlflunsmaun
wardndulan1auleu1gveIUMIINGITY LU N1STAFTINTNEINT AMIWAUIMENENT YT
MsUSuUTaILIMInIsTansSsunsasu WieduaiuliiAsmgAnssunisieuivussuueeulatil
A Ayl Anvdnanisideud negrugy ninssunisldaussuvesulal nsiidiusiu
Tunsiuuulninneutasnaansvaass lusu

3) amnsathwansisluliuslevnilumsdosenssdanuiiuinnmaieiunsldnedea
wilosdoyalunisweinsalnanisiSeu vienudnuurdug vesadinuminendualuvivsssunsse

nluszauUsgyantias Uadnane

foruauuzlunmsiiseafadely

1) nan1sAnwiasyiauImgAnssunisiisuiuussuunisiseueaulal STOU eLeaming
Ao MeuvunaasuneuSsuLazndaSsuaITangInsainan s suvesinAnwlad Tuvaed
$ruaunsafidnasu eLeaming fnwdutusunanisSeulusedugs uindunuinlaildeglusuuy
wernsaifildanisfuldsnauls fufu lunmshisedelumsimginssunsesauadeiidszuy
eLearning usudsnensaisintungAnssudug wienfulinseiduuunensaliomainadun
wenmilennIsauliidnaula

2) il paa e d e s vduiindeyatnafwissduugailn 1 wdngas lu
1 mamsine faiu Suaunduiegnauazsuuiulmensaidildaseunquuazfuiunimes
nsAnwluszdutufefnunussminedalovissssnnsasianun dafu fiaulaaunsarihise
dleAnuduuunensaiuagnaensainanisSeuvesindnulnglideyafifiuiinanniundiiu

3) lunsléimadamilesdeyariionsnsalnanisisouannginssunsisouvesindnu

(%
v v = v aa Y

lusgaudndiafnyituaiansaldlinaieds Fenuideilidenldansisdulidaduls deiugiauls

124



21397371590 Usvidduna 807 uazn1339emNasaumans U7 5 avuil 1 (uns1eu - dguigu 2567)

[

aunsnvinIdelaglditaun vewmeliawmilesoyalunsinsizidoya wazlSeulisunansInsIen

Y

' ] ]
faaa a

ieliladuwuunennsalidfiganaziluldanusely

1811591994

Ining Uszfwsua. (2560). n13AnwItfadeidemanan1sansan1sfnwinunaenIsinyive
unAnwiszavsygln dremaiamiesdoya nsalfiny) o vududiaimuusnIsmans.
AnenfinusUsayanuitads Llaanum]. aondudadininuuimsmans.

v¥agum fasiv3d. (2564). n1sldindasdayadmsuitersann1sligudesmsusuings. Bneninus
Usygninenmansumvudia laRRuW]. amInendeumansaiy,

351050) 138 (2563). nisnensaluadugninianinFousiemaiamiostoyalasly

Rapid Miner. [ansinusUsgaumdndia WIAGRuN]. umInenduaiuasunsilsm.
YN YeyUsan wae 95Ty wausIv. (2561). MIAATIEENISIWIENITANe8NNANALYBItNAN
szauUTaeslagldinaiaismsvinvilesteya. 17597539IN19ATAIANTEATINNTTU WIY
P0NAINTTUATINS, (1), 98-105. http://sciencejournal.pbru.ac.th/phocadown
loadpap/2019 2/2019 2pp61-71.pdf

Ynudlggn unva. (2565). luiaaldsanun i dsnadenisdinianisdnuivesidnsedudigmyien
A1U1IYINITUIMINSANYT A ANwIAIENS uninendeyswi. HRD Journal, 3(1), 8-28.
https://0js.lib.buu.ac.th/index.php/hrd/article/view/8019

deliaTginagimunszuy drinreuiines. (2566). 91WWdnANwI T UNIMUNN LTIV IT).

https://www.stou.ac.th/stou_bi/

inilon a0sd uazane. (2553). msvszendldindoetoyaiiovueaniunimesindne nedy

wialulagniale. https://doi.nrct.go.th/ListDoi/Download/98578/4e4326405
al8ba0372ab716aacda06287Resolve DOI=10.14456/jsct.2010.8
WISl INEsTINGTY. (2563). unilaIun1Ineg1aeglyrigsssunssivatuln svez 20 U
(W.A. 2561-2580). http://eservice.stou.ac.th/

WINAEELTIESTINNGIY. (2565). UNUUTUUAUUAIRUUNIING 18 gLYTE5551I5TIY (W.F.2565-
2569). http://eservice.stou.ac.th/

\Eniie Funests uaz 9%ny wausv. (2558). MIlnTeingAnssudieu Adeusessuudiaduidy
eInNIseseurnUszaunsalivdn lneldmatamilesloya. 1759757unsin LT3,
21(41), 87-94. https://li01.tci-thaijo.org/index.php/crujournal/article/view/44654

125



21397371590 Usvidduna 807 uazn1339emNasaumans U7 5 avuil 1 (uns1eu - dguigu 2567)

Tau1 11 uar 03A3 Aande. (2561). n1sUsrendlvimadanisnuniesdeyalunisdniule.
https://comsci.dusit.ac.th/wp—content/uploads/ZO18/07/‘U‘1/lmm3mﬂﬁ_miﬂizEgﬂﬁﬂ%j
wiatiansvimilestayalunisindula.pdf

00 ASY WAL 3T WAUTIT. (2559). NTIATIZVNGRNITTUNITIANITFOUNTADULUUNANNETY
718791 MsUszendldneuiiunesiaringinsansaumelagldnaiamileoya.
2135715397585 Yay3, 12 (2), 44-53. https://chonburi.spu.ac.th/it/index.php?p
=academic_detail&detail=350802257

Agrawal, R., Imielifiski, T., & Swami, A. (1993). Mining association rules between sets of items
in large databases. Proceedings of ACM SIGMOD international conference on
Management of data, 22(2), 207-216. https://doi.org/10.1145/170036.170072

Fayyad, M. U., Piatetsky-Shapiro, G., & Smyth, P. (1996). From data mining to knowledge
discovery in databases: an overview. Advances in Knowledge Discovery and Data
Mining. https://dl.acm.org/doi/10.5555/257938.257942

Han, J., Pei, J., & Kamber, M. (2011). Data Mining: Concepts and Techniques (The Morgan
Kaufmann Series in Data Management Systems) (3rd ed.). Elsevier.

MacQueen, J.B. (1967). Some Methods for classification and Analysis of Multivariate
Observations, Proceedings of 5-th Berkeley Symposium on Mathematical Statistics and
Probability, (1), 281-297. http://projecteuclid.org/euclid.bsmsp/1200512992

Montgomery, D. C., Peck, E. A,, & Vining, G. G. (2012). Introduction to linear regression analysis
(5th ed.). John Wiley & Sons.

Romero, C., Ventura, S., & Garcia, E. (2008). Data mining in course management systems:
Moodle case study and tutorial. Computers & Education, 51(1), 368-384.
https://www.sciencedirect.com/science/article/abs/pii/S0360131507000590

Wasserman, S., & Faust, K. (1994). Social network analysis: Methods and applications.
Cambridge university press.

Witten, I. H., Frank, E., Hall, M. A, & Pal, C. J. (2016). Data Mining: Practical machine learning

tools and techniques (4th ed.). Morgan Kaufmann.

126



