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Python Machine Learning By Example ตี พิ ม พ์ ค รั้ ง ที่ ส อ ง 

ในปี ค.ศ. 2019 เขียนโดย Yuxi (Hayden) Liu ซึ่งเป็นผู้เขียนหนังสือในชุดการ
เรียนรู้ของเครื่องหรือแมชชีนเลิร์นนิง (machine learning) หนังสือเล่มนี้ได้รับ
การตีพิ มพ์ ครั้ งแรกในปี  ค .ศ . 2017 และเป็นหนั งสือขายดีอันดับ  1  
ใน Amazon อินเดีย สองปีติดต่อกันคือในปี ค.ศ. 2017 และ ค.ศ. 2018 
หนังสือเล่มนี้เหมาะกับผู้ที่มีความสนใจในเรื่องแมชชีนเลิร์นนิง การวิเคราะห์
ข้อมูล วิศวกรรมข้อมูล และผู้ที่ต้องการเริ่มต้นเรียนรู้งานด้านแมชชีนเลิร์นนิง 
ผู้เขียนให้ค าแนะน าว่าควรจะมีความรู้เบื้องต้นเกี่ยวกับภาษาไพธอน (Python) 
และแนวคิดพื้นฐานทางสถิติ จะท าให้สามารถใช้ประโยชน์จากหนังสือเล่มนี้ได้
สูงสุด 

เนื้อหาในหนังสือจะเริ่มต้นด้วยการให้แนวคิดส าคัญเกี่ยวกับแมชชีน
เลิร์นนิง วิทยาศาสตร์ข้อมูล และการฝึกปฏิบัติผ่านการใช้โปรแกรมภาษา 

Python ในแต่ละบทของหนังสือ ผู้อ่านจะได้เรียนรู้แมชชีนเลิร์นนิง จากตัวอย่างการประยุกต์ใช้ในแอปพลิเคชัน โดยผู้เขียน 
จะอธิบายขั้นตอนการด าเนินงานอย่างละเอียดและชัดเจน สิ่งที่ผู้อ่านจะได้เรียนรู้จากหนังสือเล่มนี้ คือ การจัดการปัญหา 
ที่ขับเคลื่อนด้วยข้อมูลที่น าไปสู่การแก้ปัญหาที่มีประสิทธิภาพผ่านการด าเนินการที่ง่ายด้วยภาษา Python โดยการใช้ไลบรารี 
เช่น TensorFlow1, scikit-learn2, gensim3 และ Keras4 ที่จะช่วยให้เข้าใจขั้นตอนท างานของแมชชีนเลิร์นนิง การใช้ Python 
เพื่อส ารวจโลกของการท าเหมืองข้อมูล (data mining) และการฝึกแบบจ าลอง (model training) โดยใช้ข้อมูลที่มีความซับซ้อน
และมีประเภทที่หลากหลายด้วยเครื่องมือวิเคราะห์แบบรวมโอเพนซอร์สส าหรับการประมวลผลข้อมูลขนาดใหญ่ (Apache Spark) 
เพื่อเพิ่มขนาดการวิเคราะห์ รวมถึงการวิเคราะห์ข้อความเชิงลึกด้วยการประมวลผลภาษาธรรมชาติ (Natural Language 
Processing -- NLP) ซึ่งเป็นการท าให้คอมพิวเตอร์เข้าใจภาษามนุษย์ผ่านการใช้ไลบรารี5 ของ Python เช่น NLTK และ genis 

                                           
1 TensorFlow เป็นไลบรารีที่เปิดเผยโค้ดและให้ใช้ฟรีส าหรับการพัฒนาโปรแกรมด้วยการเรียนรู้ของเครื่อง โดยเฉพาะการสร้างโครงข่ายประสาทเทียม
ซึ่งเป็นผลงานการวิจัยและผลิตภัณฑ์ของกูเกิล 
2 scikit-learn เป็นไลบรารีที่เปิดเผยโค้ดของภาษา Python ส าหรับการพัฒนาโปรแกรมโดยใช้การเรียนรู้ของเครื่อง จุดเด่น คือ มีฟังก์ชันในการจัด
ประเภทข้อมูล การแบ่งกลุ่มข้อมูล การวิเคราะห์การถดถอยหลายรูปแบบ 
3 gensim เป็นไลบรารีที่เปิดเผยโค้ดและให้ใช้ฟรีส าหรับการสร้างแบบจ าลองแบบ unsupervised learning และการประมวลผลภาษาธรรมชาติ 
ในแมชชีนเลิร์นนิง 
4 Keras เป็นไลบรารีที่เปิดเผยโค้ดของภาษา Python ส าหรับงานด้านการพัฒนาโครงข่ายประสาทเทียม และสามารถท างานบน TensorFlow, 
Microsoft Cognitive Toolkit, R, Theano, หรือ PlaidML ได้ 
5 ไลบรารี (library) เป็นแหล่งที่เก็บชุดค าสั่งที่เป็นฟังก์ชันการท างานที่เฉพาะทางเปรียบเสมือนโปรแกรมส าเร็จรูป ไลบรารีส าเร็จรูปที่มากับโปรแกรม 
Python ผู้ใช้งานไม่จ าเป็นที่จะต้องสร้างชุดค าสั่งขึ้นมาใหม่เองทั้งหมด แต่สามารถน าไลบรารีที่ได้มีอยู่แล้วมาใช้งานได้เลย 
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เป็นต้น การเลือกใช้และสร้างแบบจ าลองในแมชชีนเลิร์นนิง การประเมินและการเพิ่มประสิทธิภาพของแบบจ าลองในแมชชีนเลิร์นนิง 
ตั้งแต่เริ่มต้นผ่านตัวอย่างที่มีการน าไปใช้ในทางปฏิบัติจริงด้วย TensorFlow และ scikit-learn ซึ่งเป็นไลบรารีที่สามารถเรียกใช้
งานได้ฟรีใน Python 

เนื้อหาของหนังสือเล่มนี้มี 10 บท โดยแบ่งเป็น 3 ส่วน ได้แก่ ส่วนที่ 1 พื้นฐานของแมชชีนเลิร์นนิง เป็นเนื้อหาในบทที่ 1 
ส่วนที่ 2 เรียนรู้แมชชีนเลิร์นนิงผ่านตัวอย่างที่ใช้งานจริง ประกอบด้วยเนื้อหาในบทที่ 2 ถึง บทที่ 9 และส่วนที่ 3 ตัวอย่างแนวปฏิบัติที่ดี
ของแมชชีนเลิร์นนิง เป็นเนื้อหาในบทที่ 10 ซึ่งเนื้อหาในแต่ละบทมีรายละเอียดโดยสังเขปดังนี้ 

บทที่ 1 : เริ่มต้นใช้งานแมชชีนเลิร์นนิง และ Python ภาพรวมของเทคโนโลยีแมชชีนเลิร์นนิง ประเภทของงานแมชชีน
เลิร์นนิง ประวัติโดยย่อของการพัฒนาอัลกอริทึมการเรียนรู้ของแมชชีนเลิร์นนิงการติดตั้งซอฟต์แวร์ การตั้งค่าสภาพแวดล้อมและ
การติดตั้งแพ็คเกจต่าง ๆ เช่น NumPy SciPy Pandas Scikit-Learn และ TensorFlow ใน Python 

บทที่ 2 : การเรียนรู้ของเครื่องจากตัวอย่างการใช้งานจริงบน Python ในการส ารวจชุดข้อมูลกลุ่มข่าวด้วยเทคนิค 
การวิเคราะห์ข้อความ 

บทที่  3 : การท าเหมืองข้อมูลส าหรับชุดข้อมูลกลุ่มข่าวด้วยอัลกอริทึมการจัดกลุ่มและการสร้างแบบจ าลอง  
การประยุกต์ใช้การจัดกลุ่มข้อมูลข่าวสารโดยใช้ k-mean clustering การน า k-mean ไปใช้กับ scikit-learn การเลือกค่า k  
ที่เหมาะสม และการน าเสนอข้อมูลด้วย t-SNE 

บทที่ 4 : การตรวจจับอีเมลขยะด้วย Naïve Bayes ซึ่งเป็นการเริ่มต้นเรียนรู้เกี่ยวกับแบบจ าลองของแมชชีนเลิร์นนิง
แบบมีผู้สอน (supervised learning) ที่เน้นในเรื่องการใช้ตัวแบบการจ าแนกด้วยเทคนิค Naïve Bayes ซึ่งครอบคุลมเนื้อหา
เกี่ยวกับทฤษฎีบทของ Bayes กลไกการท างานของ Naïve Bayes การใช้งาน Naïve Bayes ตั้งแต่ขั้นเริ่มต้น การน า Naïve 
Bayes ไปใช้กับ scikit-learn การประเมินประสิทธิภาพการจ าแนกด้วยการตรวจสอบแบบไขว้ (cross validation) และการปรับ
แบบจ าลอง 

บทที่  5 : การจ าแนกหัวข้อกลุ่มข่าวด้วยวิธี ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine -- SVM)  
การหาขอบเขตการแบ่งข้อมูลด้วย SVM การศึกษาวิธีการท างานของ SVM ผ่านกรณีตัวอย่าง เช่น การระบุเพื่อแยกไฮเปอร์เพลน 
การพิจารณาไฮเปอร์เพลนที่เหมาะสมที่สุด การจัดการค่าผิดปกติ การน า SVM มาใช้จัดการกับชุดข้อมูลที่มากกว่าสองคลาส 
ตัวอย่างเพิ่มเติมเกี่ยวกับการจ าแนกสถานะของทารกในครรภ์ในการท า cardiotocography ตัวอย่างการจ าแนกมะเร็งเต้านม 
โดยใช้ SVM กับ TensorFlow 

บทที่ 6 : การท านายการคลิกโฆษณาออนไลน์ด้วยอัลกอริทึมแบบต้นไม้ เนื้อหาในบทนี้จะกล่าวถึงการแนะน าองค์ความรู้
เกี่ยวกับต้นไม้การตัดสินใจ (decision tree) เทคนิค Random Forest การใช้งาน Random Forest โดยใช้ TensorFlow  
ซึ่งเป็นการเรียนรู้จากตัวอย่างการใช้งานจริงที่เกี่ยวกับปัญหาการคาดการณ์อัตราการคลิกโฆษณาออนไลน์ 

บทที่ 7 : การคาดการณ์การคลิกโฆษณาออนไลน์ด้วยการวิเคราะห์ถดถอยโลจิสติก เป็นการอธิบายการใช้การวิเคราะห์
ถดถอยโลจิสติกในการแก้ปัญหาการคาดการณ์อัตราการคลิกโฆษณาออนไลน์ เนื้อหาในบทนี้จะเกี่ยวข้องกับการแปลงคุณสมบัติ 
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(feature6) เชิงหมวดหมู่ การเข้ารหัสตัวแปรจัดประเภทการเลือก Feature ด้วยวิธี L/1L 2Regularization ส าหรับแบบจ าลอง
การถดถอยโลจิสติกเพื่อแก้ปัญหา overfitting7 

บทที่ 8 : การขยายขนาดการคาดการณ์การคลิกโฆษณาออนไลน์ เมื่อมีการบันทึกตัวอย่างการคลิกเป็นจ านวนหลายล้าน
รายการ เนื้อหาในบทนี้จะน าเสนอเกี่ยวกับการใช้แมชชีนเลิร์นนิงในสเกลขนาดใหญ่ซึ่งมีข้อมูลในระดับเทราไบต์ ซึ่ งน าการ
ประยุกต์ใช้เครื่องมือส าหรับการประมวลผลแบบขนานที่มีประสิทธิภาพสูงมาช่วยจัดการปัญหา เช่น Apache Hadoop  
และ Apache Spark มีการอธิบายสาระส าคัญของ Spark ตั้งแต่ขั้นตอนการติดตั้ง หลักการโปรแกรมใน PySpark ส่วนประกอบ
ของแมชชีนเลิร์นนิงในงานระดับสเกลขนาดใหญ่ และการฝึกปฏิบัติกับตัวอย่างข้อมูลหลายล้านรายการเพื่อใช้สร้างแบบจ าลอง  
การจ าแนก รวมถึงการประเมินและการคัดเลือกแบบจ าลอง 

บทที่ 9 : การท านายราคาหุ้นด้วยอัลกอริทึมการถดถอย การท าเหมืองข้อมูลราคาหุ้น การประมาณค่าด้วยการถดถอย
เชิงเส้น การประมาณค่าการถดถอยด้วยต้นไม้การตัดสินใจ การประมาณค่าการถดถอยด้วยวิธีซัพพอร์ตเวกเตอร์แมชชีน (Support 
Vector Machine--SVM) การประมาณค่าด้วยโครงข่ายประสาทและการประเมินประสิทธิภาพการท านายราคาหุ้นจากตัวแบบ
การถดถอยทั้ง 4 แบบ 

บทที่ 10 : กรณีศึกษาแนวปฏิบัติที่ดีของแมชชีนเลิร์นนิง : แนวทางแก้ปัญหาตามกระแสงานของแมชชีนเลิร์นนิง  
ซึ่งแบ่งเป็น 4 ขั้น ได้แก่ 1) แนวปฏิบัติที่ดีในขั้นการออกแบบการไหลของกระแสงาน เช่น การเตรียมข้อมูล การระบุเป้าหมาย  
การจัดการกับข้อมูลที่ขาดหายไป การจัดเก็บข้อมูลขนาดใหญ่ 2) แนวปฏิบัติที่ดีในขั้นการสร้างชุดการฝึกแบบจ าลอง เช่น การระบุ
คุณลักษณะเชิงหมวดหมู่ด้วยค่าตัวเลข การตัดสินใจเกี่ยวกับการเข้ารหัสคุณลักษณะที่เป็นหมวดหมู่ การแยกคุณสมบัติจากข้อมูล  
ที่เป็นข้อความ 3) แนวปฏิบัติที่ดีในขั้นการฝึกแบบจ าลอง การประเมิน และการคัดเลื อกแบบจ าลอง เช่น การเลือกอัลกอริทึม 
ที่เหมาะสมขั้นเริ่มต้น Naïve Bayes, SVM, Random forest, ถดถอยโลจิสติก หรือ โครงข่ายประสาท การลดการ overfitting 
การวินิจฉัยปัญหา overfitting และ underfitting8 การติดตั้งเกินและไม่เหมาะสม และการสร้างแบบจ าลองบนชุดข้อมูล 
ขนาดใหญ่ และ 4) แนวปฏิบัติที่ดีในขั้นตอนการใช้และการติดตามตรวจสอบแบบจ าลองแมชชีนเลิร์นนิง เช่น การบันทึก  
การโหลดและการน าแบบจ าลองกลับมาใช้ใหม่ การตรวจสอบประสิทธิภาพของแบบจ าลอง การปรับปรุงแบบจ าลองอย่าง
สม่ าเสมอ 

จากเนื้อหาที่กล่าวมาทั้งหมดจะเห็นได้ว่า หนังสือเล่มนี้ครอบคลุมความรู้ที่จ าเป็นเกี่ยวกับแมชชีนเลิร์นนิงตั้งแต่การติดตั้ง
ซอฟต์แวร์ที่จ าเป็นต้องใช้ หลักการพื้นฐานของแมชชีนเลิร์นนิง การเรียนรู้แมชชีนเลิร์นนิงผ่านตัวอย่างที่ใช้งานจริง และการเรียนรู้
แมชชีนเลิร์นนิงผ่านกรณีศึกษาที่เป็นแนวปฏิบัติที่ดี เมื่อผู้อ่านศึกษาหนังสือเล่มนี้ครบทั้งหมดจะช่วยให้ผู้อ่านมีความรู้เกี่ยวกับ 
แมชชีนเลิร์น นิงครบถ้วน นอกจากนี้ผู้อ่านสามารถดาวน์โหลดซอร์สโค้ดที่อยู่ ในตัวอย่างแต่ละบทได้ฟรีจากเว็บไซต์ 
https: / / github. com/ PacktPublishing/ Python-Machine-Learning-By-Example-Second-Edition#python-machine-
learning-by-example-second-edition และเป็นความท้าทายของผู้อ่านในการน าแมชชีนเลิร์นนิง และตัวอย่างโค้ดในหนังสือ 
ไปประยุกต์ใช้กับงานวิจัยด้านสังคมศาสตร์ ด้านการวัดและประเมินผล ที่ต้องการบูรณาการองค์ความรู้ของแมชชีนเลิร์นนิง  
ข้ามศาสตร์ หนังสือเล่มนี้จึงเหมาะกับผู้ที่เริ่มต้นเรียนรู้ศาสตร์ด้านแมชชีนเลิร์นนิง และต้องการน าองค์ความรู้ไปใช้งานจริง 

                                           
6 คุณ สมบั ติ  หรือ  Feature เป็ นการเรียกตั วแปรอิส ระในศาสตร์แมชชีน เลิ ร์นนิ ง แบ่ งเป็ น  ตั วแปรจัดประเภทและตั วแปรต่อ เนื่ อ ง  
ซึ่งคล้ายกับการจัดประเภทของตัวแปรในการวิจัย 
7 overfitting คือ เหตุการณ์ที่แมชชีนเลิร์นนิงเรียนรู้ข้อมูลได้ดีมากส าหรับชุดข้อมูลสอน แต่มีความสามารถต่ าในการท านายหรือจ าแนกข้อมูลที่ไม่เคย
เจอมาก่อน 
8 underfitting คือ เหตุการณ์ที่น าแมชชีนเลิร์นนิงไปใช้แล้ว ผลลัพธ์ที่ได้จากการท านายหรือจ าแนกไม่ค่อยถูกหรือไม่ใกล้เคียงกับค าตอบที่แท้จริง 
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