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Abstract

This Linear Regression Analysis Primary Agreement’s Test article aimed to provide
the concepts and principles of the primary agreement’s test methodology for linear
regression to benefit new research beginners who would like to learn to design a research
related to linear regression from choosing the factors, characteristics and types of factors
used to specify the research conceptual framework and also to interpret the statistics
meaning. The linear regression may be divided in 2 types which were : 1. Simple linear
regression which has only one independent factor and 2. Multiple linear regression which
has 2 independent factors or more. Both of regressions aimed to study the correlations
and affection of the independent factor towards the dependent factor which will predict
the changes of the dependent factor according to the correct primary agreement. The
linear regression procedures were : 1) Literate reviewing 2) Choosing predictive factors in
the regression equation 3) Test the primary agreements 4) Test the regression coefficient
significant and 5) Find the regression coefficient of the unstandardized score and the
standardized score to create the predictive equation and also interpreting principles of
the SPSS analysis outputs.
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AndanAanlsnensalld 18unN1SAIUNNS
Sinsziifiosuneuion fafunmsdndeniag
T30 100vee 37819 ARt NAILUS
wernsaflathadnannis Bududnsdnden
Mudsnensalundne) AvedeutisdAgues
duusvAnsanduiug (R) szwiadaudsinas
Audanusnennsal wagnaaauniie Multi-
collinearity sgninesuusnensalnenu lag
fvdndfyeydn asfadenduusidany
WUsUTINLNY ArduUssansanduiug (R)
seninaduUsinaEifudwUsnensaliiaas
waedifudfyneada (Sig < 0.05) deitldngnn
gl 4o 1.1 Gemnasfenfupmuduiug
SeueiLUsdase (X) uazdudsnu () vy
WENUAT VIF 999@alUsnensaluiassiinig
fateevseluiivas (Dudaszaindu VIF = 0,
wioliiiu 10) Tnedlodndenuwdrazldmuds
wensalyndalidoniinszrindens funn
frulsihaunsvan RatuIRheuazasen
fgadmiuiiolmimzuduldnsiinsgs
NS0ANBENVAMIUTUATY

2. n1sannasnANLdLd UL
Arwith (Forward Method) Fatiasidunns
Bonfudsnennsaiiflananduiusiusius
gefigaithaunsieu dausuusiimaeasziinig
AUIMIEARF NN US LUULengdIu (Partial
Correlation) Fadunnuduiusianssudsd



wdesiufiuiwUsay Tnevdndvinaves
Fusaug oen insudstedianuduriusgeesns
TTdAyneada (Sig < 0.05) Aagtndnauns
siald vhuuuildos aunseitsranduig
wendusznineiulsdassldlddnannis
upagsnumuUsaulainudunusnens
(Sig > 0.05) Nazugadmden wazldaunis
anneyiiidiszAvSnIneInsalgan

3. NM3annvEnAMduduLUUnaY
&4 (Backward Method) 33 0u3a7nsai
Frufusuunvidn Tagaziiunisiiduds
wensalieuadannis mﬂﬁ?uﬁaaq Y39
fuwlsnensaloaniiayvii lngagAmandanus
sersduUsnennsalfiogluaunisusiazdniy
Faudsany dlovdndvinavesiaudsnennsel
3us eenudn nensldanduiuduuuuendou
(Partial Correlation) ¥nANAABUAENSUNUS
wdanuinlifldeddynieada (Sig > 0.05) Aag
INBNNAUNT WA UAUNITNAGOUAILUS
ﬁL%ﬁ@QIuauﬂﬁim'aiﬂ JuASTIIAnduTLS
FEWINILUTNEINTAILARLAINUAILUTANY

o 1% A
LM@M?LLU?‘W&Hﬂimau‘] B8ALaT WUIU

v o w a

HedAeyvneadia (Sig < 0.05) AaznandnLdon

o

£ ¢

wazliaunisanaesfitduussansnisnensal
GG

4. msamaawmm%ué’mwu%’u
Uuln (Stepwise Method) 351 1Tunisuay
NEAUSENINIBUUUNTINE LaEIBUUUODYAS
Waeiy Taslusuusnazdndondiuds
wennsalfisleandsiuiuiuusnugeandn
aunsneu Mntuftazvaaouduysiilildey

g
a a

Tuaunisinazdisuusnensalfilat19tans

Uil 7 atiufl 2 nsngrau-Fumau 2560 29

WnnegluaunisaieisnisAndenuuy
frvith wasvaziieafufiasaaouiuysiey
luaun1smensfndenwuUnaend lagazAn
Bonuauiiaesisilunnduneuaulaififauds
Tafigndneenanaums waghififudsladies
gnidnaunis nszuiunIsnazefasuazle
aun1sannesitduysEAvinimmeinsaigegn

5. MIAABENANILUUTUABUSI
anwau (Hierarchical Stepwise Method)
Wil iWumedamsinneumefudanaia
ilsnfealdfumnnmsedinsduunnguvos
fuusdaszilunguy uddnuidasizian
wriaznguiinasiasuysmusselsl Wedlf uus
Snngumiafisidalunsinsed lagasd
fuUsdasyiunuvilsfiuisoonduyny uday
yaonafidnauiuushivinfild Sandauys
Tuusargaidusuusludoadeiilutusonn
Aesindulalndeinisasiondiulsdasyyala
\inlureu yelathluduyediaessauiuyausn
wazyalaidugnanvneiazidlusmiuyadug
Aldidluuds adliteulvvesnisingeife
1) frwdsmaduiuuadaluu fe In15n
FEAUYNNTOINTIEI Uaz2) MuUsdaszidu
ALUTBUTIIN wazlin13inTeiuYiemse
Fasndu visedandu 1,0

JUABUNITILATIZHNITON DL TUTUAST

INNENNTHALLLIARYDINITAATIEN
nsamnesdeiildnannuudady aunsoagy
fupou - nsrvaunmslunmsiiessinisannes
Badunsald deil Auiitlagnanidafioanis
DANDENYVIAMTUAUAT)
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1. ANWINUNIULLIAR NGUY Aaon

=

JuIfefiAnades easUisfuusanag
Faainasiing - dvSnasesuiidnw

2. \@enTonsAnaendnUswennsal
ilelingannisanneemvgaudady

3. fudumsasndeudonnasioiu
YOINTIATIENNTONDDY

4. neaeutuddnuesdulsyaninig
annee ionsavdeudLUsneInsalaunse
wensalmwUsinausilaviolil Auaia t

5. whmivesduUssavsnsonaos
TugUnzuuuiu (8) wagininvesduusyans
nsananegluzuAzuLLnTgU (Beta) it
TUlalums@euaunisnennsal wagiSeuiisu
udsnensadiala wensaldalusina
ladnan

(Independent Variable)

Jadefifinadonsidauian
N9N15LD9VDIENT

1) wssgalaldldugms x1

2) wsegalalilduiug x2

3) wsegdlalgnuna x3

4) ma%’uifwmwﬁé’mmmwiaxcl
5) AMRENAUUNUIINILNA X5

6) MIAUUAYUNHIAL X6

=N

A19819N15UANANTSILASITINISANNDY
NAIBY199UIY

Tudumeuyiiausnisulananis
Sinszainisanasetl Wunsiiaueiiedis
MITeEes Jasedidaninasonisiidiusau
mensdiesesans deldmndunisiagldnis
Ainsizrnisanneenygandadunss J99y
fdlunisaudunounTiasIEinsannet
Fafilananudadnadu

Sumpuit 1 AnvmurmuuwRn ngui
paenILILATTALITe Iieaguieinys
#na9 finadnasding - Svdnasienuianw (u
iAo Yaseiitnasonisildruumanisiies
v03dn3) e muafiuwlsiiazldidunseu
WUIAALUAITINY

(Dependent Variable)

NNSRAIUITIUNIINISLAUD
Ya9Edn3 Y

a & Y Ao ~ ! = ' a ] =
ﬁ]qﬂﬂﬁaULLUUﬂ@ﬁ]nguvLﬂ?q UFAWUITN (A1R198) UNANBNITUAIUTIUNINITLUDIVDY

aa Yo = a = Ao 1 Y1 Ao Y
ﬁ@imlﬂwqﬂqﬁﬁﬂwquu’]ﬂﬂ NE) WS aTINUIIYAN) U1 ﬁ’]ﬁiqiﬂaiﬂiﬂaquﬁnuﬁu 6 AUT

X1-X6



sumaudl 2 @onIEnsAmdonsuys
wmﬂsail,ﬁaLi’hg{'ammiamaawmm%aLﬁu
Tushedhsil szsiiunsimdensuysnennse]
ilerihdaunisannsevmaaniady Tnensld
WAsnneENAMT LA URUUAALAD NN
(Enter Method) \feannifuisfdesonis
Farudladusuiiolnd fsuduldnns
AAERnTannesnaaLTuduns Lagldd
&ilu SPSS ﬁﬂﬁ Analyze Regression Linear
Inglugos Method Tiiiden Enter

sunaudl 3 Fsnduni1snsIvdoy
Fomnaadosduvesnsizinisanaes

1) donnasiiefufudsdass iy
el asansvaeulilnunIgaMEn Y
Faudsdasy wanniasileflalunisiasuys
Basy lneilensivaeuudinuin fuUsdase
fldlun1siters 6 duus egluuiasin
Sumsmatu (nterval) fio 1) faususegdls
Teldgws 2) Muususagslalddiniug 3) fuus
wsegalalddwne 4) fudsmsuiunuim
fdaana1anTs 5) FuUTUNUINNIBNE
6) fawusmsativayunisdany uaglifidauls
Banguishiifulsdaseiilafidesuadiiiy
fuwds bummy Wuluaudennasueanis
AATILANTANNDENTAMLTUAURTY

2) dennaufieafudulsniu #5a
aeulfiuientusulsdase nedensivaey
W fauusmuiildlumsdse (msfidau
FN1N15EIBesEn3) agluinnsindunsia
Fu (Interval) e FJedulumudennasues
NFIATILVNTOANRENVATAT AT

Uil 7 atiufl 2 nsngreu-Fuaeu 2560 31

3) FanNauieIRUNITHINLIIVDS
Usz¥1ns (Normality) naasulaanisld
Kolmogorov - Smirnov Test lanaans
Fapn5797 1

Test Statistics

score

Most Extreme Absolute .500
Differences Positive .000
Negative -.500
Kolmogorov - Smirnov Z 1.118 «
Asymp. Sig. (2 - tailed) 164 «

a. Grouping Variable: group

A15197 1 LEAINITNAFBUNITHANLIIVDIUTZYING
(Normality) Taan1s1d Kolmogorov - Smirnov
Test

INNITNAABUNITHINLIIVD Y
Uszanslumsnedt 1 wudn Sdedduesnis
NA@pU Sig. = 0.164 e Kolmogorov - Smirnov
test @Ay 1.118 Faunninduddai
favualy (Sig. > 0.05) Fawanslwifiudn
N15KaNLasveIUsEYnsiiadnud uunf
(Normality) iulumudennasueanisiiasies
N30ANDYNYIAMUTUHUATS

1) Yeaanasqtneaduadruid u
Homoscedasticity naaaulaanisly Box’s
Test of Equality lANaas fIn191991 2
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Box’s Test of Equality of Covariance

Matrices (a)

Box’s M 9.959
F 1482 4
dft 6
df2 18168.92
3
Sig. 180 4

a Design: Intercept+Particip
A19199 2 uanen1snagauAUliu omoscedasticity

Tnen1sld Box’s Test of Equality

1nnsnadsuANlldy Homo-
scedasticity Inan1514 Box’s Test of Equality
wu AdudAgvesnisvadey Sig. = 0.180
uwar F = 1.482 dunnnifuddayiidmualy
(Sig. > 0.05) Jauandlifiudn AuwUsUTIY
yosnmnaInAdeudmasitlunnAnsdane

5) dannauiertuanududunse
(Linearity) nagoulnenisly ANOVA lanaans
Fam151971 3

ANOVA Table
Sum of df Mean . Sig.
Squares Square
X * y Between (Combined) 12.500 il 3.125 1.786 .208
Groups 12.228 1 12.228 6.988 .025 «
Linearity « 212 3 .091 .052 .984
Deviation from Linearity 17.500 10 1.750
Within Groups 30.000 14
Total

A13197 3 uansnrsnagautieafuanududunss (Linearity) Tnanisld ANOVA

nnrsnaasuAuLd uldunss
(Linearity) wui1 A1 F {1 6.988 fitludnAsy
M9EnA < 0.05 (Sig = 0.25) UAASLALIIUIN A
Auiusszninemiuwlsdase (X) wagausniy
) danududunssogrsidodrAgmisaia
Wulumudennasesnisiasizinisanney
WYAULTAHUATS

6)-7) Fonnanigafuaudunus
EnIeAUsdaTe (X) wasaudsdass (X)
Ingn1snadaun1Iz Multicollinearity Tnanis
14 Variance Inflation Factors wag Tolerence
LardannasigafuAUFUNUS 551319
fandsdase (X) wazaudsaiu (Y) neagou
Tnensld Correlation (R) Fvanunsaldieds



Tuldswnsy SPSS ﬁ&ﬂf Analyze Regression
Linear waatdandandsninldliTureq
Dependent wagisnlsdaselulilugos
Independent ’mﬂﬁ%maﬂﬁﬂu Statistics tden
Collinearity, Model fit, Correlations, R
squared change wagEstimates Nt Aan

n7

=]

VUV 2 NINYIAY -5uMAL 2560 33

Continue N&unT wisng Regression Linear
AaN7 Option AAN7 Use Probability of F uas
Aum Entry = .05 9Nt AdN Continue N
117 111619 Regression Linear adndl OK
wlduadns fpsnedl 4

Coefficient
Faus P-Val- Multicollinearity
- B S.E. Beta t Correlation
dase (X) gE VIF | Tolerence
(@) 9.55 .85 = 11.15 .00
MAcc 31 .04 .29 7.68 46* .00* 1.09 765
MRelat 91 .10 .34 8.86 .65% .00* 3.08 418
MPower .79 .04 .61 16.40 6% .00* 3.24 397
SoEx .06 .05 .05 1.06 4% .28 2.63 .634
SxRL .16 .10 .06 1.28 .20% .20 1.69 721
SoSup .02 .05 .01 .48 .28% .62 1.42 .708

AN571991 4 UERIN1SNAFUNI2T Multicollinearity lnan1sld VIF waz Tolerence wazn1snagau Correlation

(R) 521719A2uUsase (X) wazaaudsau (Y)

NAN517 & oSuneldeall

[1] \Jun1snaaeunnaz Multicolline-
arity 5¥i19uUsdasy (X) wazdnlidase
(X) Imenuin fauusdass (X1 - X6) ity
A% Multicollinearity sevineiu lngglaain
a1 VIF finudnld@idauusle = 10 wazen
Tolerence #ilaldlng 0

[2] \Junsnegeumnudliussening
fuUsdasy (X) wazausniu (Y) neaaulay

314 Correlation (R) &awudn FuUsdase
(X1 - X6) fpnudunusiuiidsniy (Y : A5
Tdusun1en15Liies) ageiitedAy et
Wulumudennasuasnisimsiginisanaas
WG udunss Inarseiuauduiusiiia
Fuainen Correlation Coefficient (r) TN
SosysuanuuTug §el (naddng Sunousa.
2557 : 245)
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M151991 5 LEASSEAUANNENNUSVadUUSEANSan
Fuwus (R)

JUABUN 4 VndoUNYdA ALYV
duUszdvsnisonney (MadeUANNRFIL) MY

add t lmenstaandaluluswnsy SPSS #adl

Analyze — Regression — Linear ualiden
faudsaululilutes Dependent wazin
frudsdaszlulilutes Independent anndu
ﬂaﬂﬁﬂu Statistics 1dan Collinearity, Model
fit, Correlations R squared change
wagEstimates mﬂu‘u Aan Continue ﬂaumw
Mmmﬂ Regression Linear andi Option Adn
7i Use Probab|l|ty of F LLaymwum Entry =
.05 Qqﬂuu AGN Contlnue ﬂa‘Ull'ﬁ/] ‘VﬁJ'W]'N
Regression Linear anfi OK a¢ldnadns

AIMIS9N 6-9

Aduuseansavdunus | seduanuduius Variables Entered/Removedb
(-)1.00-(-)0.70 G) Variables | Variables
Model Method
(-)0.60-(-) 0.40 Urunans Eifersd) | e
(-)0.30-(-) 0.10 # L[ X1, X2, %3, - Enter
i~ @ g X4,X5, X6a
0.00 laifimudunus

0.10-0.30 m a. All requested variables entered.

0.40-0.60 Junang b. Dependent Variable : Y

0.70-1.00 6N A15197 6 uang FnsAnidendausBaszidraunis

AATITNNTAN0DY

NNINT 6 uandlTuE RS
AMLENAILUIDATLLT1EUNITILATITINIT
anaoe lnglunded 1didenld3nnsdnden
fulssaseraundnaunisluadaion (Enter
Method) fiesanniduisiiderenisyinim
ilaftagndmiviiizudildnsinseing
DANDUNVANTUAUATS

Model Summary

Std. Error
Model R R Square | of the
estimate
1 .830° 701 .85

a. Predictors : (Constant), X1, X2, X3, X4, X5, X6

A15°9% 7 wans Model Summary Ya9aNN15912
Tdlunsimszsinnsannse

NANSN 7 @usaesuiele sl
[1] A1 R WaARIDIAUEUNUSTEWING
fnUsdaseanun (X1 -X6) NAANUSUNUS



Aushuusaueensls Tngluasiadt 6 9 awnsa
wlalsin Fuusdasyiavun (X1 -X6) Sa
duiusuduusaulusedugs laedaiy
Fuusuuuwusauiu (A1 R dandu +)

[2] A1 R Square #39 R2 LAASES
Fuusvandlunisnennsalvesaunisi wie
Usgdnsnmaesniswensallagldmudsdasy
ﬁqmmﬁazﬂuamms Fawvalen mnldsauds
Sesvimund (X1 - X6) azanansnesuenIy
Aukdsvassiawlsanulagnses Sesaz 70.10

Uil 7 atiufl 2 nsngreu-Fuaeu 2560 35

ANOVA®
Model | Sum of | df | Mean F Sig.
Squares Square
Regression | 587.987 | 4 | 146.997 | 37.458 | .000°
Residual | 39.246 | 10 | 3.924
Total 627.229 | 14

a. Predictors : (Constant), X1, X2, X3, X4, X5, X6
b. Dependent Variable : Y

A15197 8 LEN AUFUNUSTTNINUTDATTN VN
fuAaudsauiiazltlunisimsizinnsannae

A1 8 awiulein A1 F = 37.458 uaviltdeddgymisadawindu .00 (Sig. = .000)
Feaunsaulalnin auusdasy (X) eg1etey 1 fndauduiusiu Y

Coefficient
S ) Multicollinearity
fians B 2
Seist 00 B S.E. Beta CItJ > Toler-
8 = VIF ence
(@) 9.55 .85 = 11.15 .00
MAcc 31 .04 .29 7.68 .46* .00* 1.09 765
MRelat 91 .10 .34 8.86 .65% .00* .00* 3.08 .418
MPower .79 .04 .61 16.40 76* .28 3.24 397
SoEx .06 .05 .05 1.06 .14* .20 2.63 .634
SxRL .16 .10 .06 1.28 .20% .62 1.69 721
SoSup .02 .05 .01 .48 .28* 1.42 .708

M151991 9 LEAINISIATITINITANDDYTTNINMUTDHTLNINUANUAUTANY

d' a v oo &
10NN 9 ﬁ”liJ’]iﬂE]ﬁ“UﬂEJl@ PNUY

[1] P - Value nneds Wedn Ay et
YOINTIATIERNTOA00Y Igunilan < 0.05
(Sig < 0.05) ayumeislitodify Feaunsn

wlalain fnusdaseituiinaviselidnsnase
Fwdsany TnerINNANTANNAISIN 9 AU

I Ao a ° v Ao o o
771 4ELUTRETERNUIU 3 AINUUYEAIALYNIN
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i (Sig = 0.00, 0.00, 0.00 AWAITY) T
gansaudaladn duus MAce, #uus MRelat
waFwls MPower LBnnasafLlInu
(nNsfidusmnIsiies )

[2] B wneds duuszavisnisanaes
vosiuUsdaseiiosuienisiUasunlasues
muUsanuluglaziuuiu lng a vunede A
AaflvosduUsEansnisanneveduUsdase
Witlanansneit 9 awnsaesungldin dauds
MAcc, fuus MRelat uagsiauwus MPower il
dvsnanaAlunu (Nsildusmnisiies)
Tnevndauls MAcc wWasuulasiy (Lﬁ'uﬁﬁu
WInanad) 1 wule zdwwalin1sddiusiunis
o wasuulaslufiryadentu (gldane
Correlation (R) 0.31 178, nsakUs MRelat
WasuwUaslu 1 e azdsmalinsidiugu
nadlesn Wasuwladlufiemaiientu 0.91
Wiy wazmnduls MPower Wasuulasly
(WuTurdeanad) 1 miae szdwalinisildiy
Faunsiles wWasuuadufianaientu
0.79 wie nen1sideuwlavednusny
ARnanavEnavewinulsul Wunsanaee
lusUnzuuuiy FeanusaLTeuaun1sanaes
vosfuysBaseiamualusUazuuuuld dail
aunsannegluguAzuuRv fia Y = a +b1 (x1)
+ b2 (x2) + b3 (x3) +...+b6 (x6)
WUAlUENT Y = 9.55 +.31X1+.91X2+ .79X3
+.06X4 + .16X5+.02X7
dlo ¥ = msfidusiunanmsiieswesans

[3] S.E. (Standard Error) #1884 A1
AAAIALAAsLTBINSUsEINaA T Tn e
FaazUszneusie meuRaAAAsUYeIANAST]

LazAALAAIALAAUTRITuUD AT UAAZE

[4] Beta vaneda dulsyavanisanaes
Yo3fuUBasEfioSusn1siUasunlaives
fuusmaluguaziuLLM gL ARUATUSY
WARINAIAINAAIALAREUVBINISUTEU QAN
W153wo3 (Standard Error) Gefidnwaznisly
Wity f B iisausazldfinnsihamasd
Wi Constant) 14 luaunis osandunis
USuudmnupainadoundy 3591nm1509it 9
a1u1sneduielain fauus MAcc, fanus
MRelat Laz@anUs MPower idvidnadafuus
A (Msdldiusiunsdios ) Tagmndauds
MACc Wasuuladly (Lﬁ'wﬁuﬁaamaa) 1 %
srdaalinisildiusaunisdios wWasuulas
Tufiemafieniu (@laainel Correlation (R)
0.29 vite, Winduus MRelat wWasuulasly
1 U2y ezdanalinnisidiusaunisiiios
Wasuulaslufienafientu 0.36 wie way
wnauls MPower iWasuwtasiy (Lﬁ'msﬁuﬁa
anad) 1 nue edwalinisigiusiunig
dloe wWasuuwladlufienadientu 0.61 wiae
Tnensilasundasosdanusaudiinen
SvdnaveuUsmil Wunisonaeslugy
AZLUUNINTTIY Feanunsadeuaunisanaes
vosfuysdaseiamualusunzuuuAuld dail

aun1sanneslusUALLUUNINTEIU D Z =
R1Z1+ R2Z2+ B3Z3 4ot R6Z6
wnuAtlugns Z = 2971+ 3472 + 6173 +
.05Z4 + .06Z5 + .01Z6

dlo 7 = nsfidusunanisdlieswesans
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