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บทคัดยอ

 บทความเรื่องการทดสอบขอตกลงเบื้องตนของการวิเคราะหการถดถอยเชิงเสนตรงนี้ มี 
วัตถุประสงคเพื่อนําเสนอแนวคิด หลักการทดสอบขอตกลงเบื้องตนของการวิเคราะหการถดถอยเชิงเสน
ตรง เพื่อประโยชนแกผูเร่ิมตนใหมที่ตองการเรียนเหลักการออกแบบงานวิจัยท่ีเก่ียวของกับการวิเคราะห
การ ถดถอยเชงิเสนตรง ตัง้แตวธิกีารคดัเลอืกตวัแปรอสิระ คณุลกัษณะและประเภทของตวัแปรทีจ่ะนาํมา
ใชเพื่อนําไปใชในการกําหนดกรอบแนวคิดในการวิจัย ตลอดจนการแปลผลการวิเคราะหการถดถอยเชิง
เสนตรง โดยการวิเคราะหการถดถอยเชิงเสนตรงซึ่งสามารถแบงไดเปน 2 ประเภท ไดแก การวิเคราะห
การถดถอย เชิงเสนตรงแบบงาย ซึ่งมีตัวแปรอิสระเพียงตัวเดียว กับการวิเคราะหการถดถอยพหุคูณเชิง
เสนตรง ซ่ึงมีตัวแปรอิสระตั้งแต 2 ตัวขึ้นไป ทั้ง 2 ประเภทตางก็เปนการหาความสัมพันธและอิทธิพล
ระหวางตวัแปรอสิระ กบัตัวแปรตาม อันจะนาํไปสูการพยากรณการเปลีย่นแปลงของตวัแปรตามทีเ่กดิจาก
ตัวแปรอิสระ ซึ่งจะตองมีการทดสอบขอตกลงเบื้องตน โดยในการวิเคราะหการถดถอยมีขั้นตอนหลักที่
เกี่ยวของไดแก 1) ศึกษา ทบทวนแนวคิด ทฤษฎี ตลอดจนงานวิจัยที่เกี่ยวของ 2) การเลือกวิธีการคัดเสือก
ตวัแปรพยากรณเพือ่เขาสู สมการถดถอยพหคุณูเชงิเสน 3) การดาํเนนิการตรวจสอบขอตกลงเบือ้งตนของ
การวิเคราะหการถดถอย 4) การทดสอบนัยสําคัญของสัมประสิทธิ์การถดถอย 5) การหาสัมประสิทธิ์การ
ถดถอยในรปูคะแนนดิบและ สมัประสทิธ์ิการถดถอยในรปูคะแนนมาตรฐานเพือ่นาํไปใชในการเขยีนสมการ
พยากรณ พรอมกับหลักการแปลผลการวิเคราะห 
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 Abstract

 This Linear Regression Analysis Primary Agreement’s Test article aimed to provide 
the concepts and principles of the primary agreement’s test methodology for linear 
regression to benefit new research beginners who would like to learn to design a research 
related to linear regression from choosing the factors, characteristics and types of factors 
used to specify the research conceptual framework and also to interpret the statistics 
meaning. The linear regression may be divided in 2 types which were : 1. Simple linear 
regression which has only one independent factor and 2. Multiple linear regression which 
has 2 independent factors or more. Both of regressions aimed to study the correlations 
and affection of the independent factor towards the dependent factor which will predict 
the changes of the dependent factor according to the correct primary agreement. The 
linear regression procedures were : 1) Literate reviewing 2) Choosing predictive factors in 
the regression equation 3) Test the primary agreements 4) Test the regression coefficient 
significant and 5) Find the regression coefficient of the unstandardized score and the 
standardized score to create the predictive equation and also interpreting principles of 
the SPSS analysis outputs.

Keywords: Agreement’s Test; Primary Agreement; Linear Regression Analysis

สัมประสิทธิ์การถดถอยของตัวแปรอิสระแลว จะ
สามารถทาํนายการเปลีย่นแปลงของตวัแปรตามได
โดยผลการวิเคราะหขอมูลที่ไดจะอยูในรูปสมการ
ทํานาย ทั้งนี้ วัตถุประสงคหลักของการวิเคราะห
การถดถอยคือ ตองการหาสัมประสิทธิ์สหสัมพันธ
ของตัวแปรสัมประสิทธ์ิการพยากรณ สัมประสิทธิ์
การถดถอยในรูปคะแนนดิบและคะแนนมาตรฐาน 
สมการพยากรณในรปูคะแนนดบิและในรปูคะแนน
มาตรฐาน ตลอดจนคาความคลาดเคลื่อนในการ
พยากรณ (บุญชม ศรีสะอาด. 2547 : 141, วาโร 
เพ็งสวัสดิ์. 2553 : 330) การวิเคราะหการถดถอย
เชิงเสนตรงสามารถแบงไดตามจํานวนของตัวแปร 
อิสระหรือตัวแปรพยากรณ (Predictor Variable) 

บทนํา

 การวิเคราะหการถดถอยเชิงเสนตรง 
(Linear Regression Analysis) เปนการวิเคราะห
ขอมูลเพื่อหา ความสัมพันธระหวาง และอิทธิพล
ระหวางตัวแปรตาม (Y) หรือในอีกชื่อหนึ่งคือ 
ตัวแปรเกณฑ (Criterion Variable) จํานวน 1 ตัว 
กับตัวแปรอิสระ (X) หรืออีกชื่อหน่ึงคือ ตัวแปร
พยากรณ (Predictor Variable) ซึ่ง การวิเคราะห
การถดถอย เปนเทคนิคทางสถิติหนึ่งที่อาศัยความ
สัมพันธเชิงเสนตรงระหวางตัวแปรอิสระและ 
ตัวแปรตามมาใชในการทํานายการเปลี่ยนแปลง
ของตวัแปรตามท่ีเกดิจากอทิธพิลของตวัแปรอสิระ 
(สัญญา เคณาฎมิ. 2557 : 193) โดยเมื่อทราบคา
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ทีใ่ชในการวเิคราะหเพือ่สรางสมการพยากรณ ดังนี้
 การวเิคราะหการถดถอยเชงิเสนตรงแบบ
งาย (Simple Linear Regression Analysis) เปน 
วิธีการทางสถิติที่ใชตรวจสอบและสรางแบบความ
สัมพันธระหวางตัวแปรอิสระ จํานวน 1 ตัว และ
ตัวแปร ตาม จํานวน 1 ตัว โดยมีวัตถุประสงคของ
การวเิคราะหเพือ่ทีจ่ะอธบิายตวัแปรตามในรปูของ
ฟงกชนัตวัแปร อสิระ (วาโร เพ็งสวสัด์ิ. 2553 : 308) 
หรือกลาวอีกนัยหนึง่คอื เปนหาอทิธพิลของตัวแปร
อิสระ 1 ตัว ที่มีผลตอตัวแปรตาม 1 ตัว โดยจะ
สามารถสรางสมการอยางงายเพื่อพยากรณถึงการ
เปลี่ยนแปลงของตัวแปรตามที่ เกิดจากอิทธิพล
ตวัแปรอสิระ ซึง่สามารถดูไดจากคาสมัประสทิธิก์าร
ถดถอยของตัวแปรอิสระ
 การวิเคราะหการถดถอยพหุคูณเชิงเสน
ตรง (Multiple Linear Regression Analysis) เปน 
วิธีการทางสถิติที่ใชตรวจสอบและสรางแบบความ
สัมพันธระหวางตัวแปรอิสระ จํานวนตั้งแต 2 ตัว
ขึ้นไป (x>2) และตัวแปรตาม จํานวน 1 ตัว (วาโร 
เพง็สวสัดิ.์ 2553 : 334) โดยมวีตัถปุระสงคของการ
วิเคราะห เพื่อที่จะอธิบายตัวแปรตามในรูปของ
ฟงกชันตัวแปรอิสระเชนเดียวกับการวิเคราะหการ
ถดถอยเชิงเสนตรงแบบงาย ซึ่งสามารถสรุปไดวา 
เปนหาอิทธิพลของตัวแปรอิสระ >2 ตัว ที่มีผลตอ
ตัวแปรตาม 1 ตัว โดยจะสามารถสรางสมการ
พหคุณูเพือ่พยากรณถงึการเปลีย่นแปลงของตัวแปร
ตามทีเ่กดิจากอทิธพิลตัวแปรอสิระ ซึง่สามารถดไูด
จากคาสัมประสิทธิ์การถดถอยของตัวแปรอิสระใน
แตละตัว โดยในบทความนี้จะประกอบดวย 2 สวน 
ไดแก สวนแรกที่เปนการนําเสนอเกี่ยวกับแนวคิด
ของการวิเคราะหการถดถอย ประกอบดวย กรอบ
แนวคิดที่มาของกรอบแนวคิด การเลือกใชตัวแปร 

ขอตกลงเบื้องตนของการวิเคราะห การถดถอยเชิง
เสนตรงและสถิติ และสวนท่ีสองท่ีจะนําเสนอ
ตัวอยางการแปลผลการวิเคราะหการถดถอย 

 การเลือกใชตัวแปรเพ่ือกําหนดกรอบแนวคิดใน
การวิเคราะหการถดถอยเชิงเสนตรง
 ในการเลือกตัวแปรเพ่ือใชกําหนดกรอบ
แนวคิดในการวิจัยในงานการถดถอยเชิงเสนตรง มี
สิง่ท่ี ตองระวงันัน่คอื คณุลกัษณะหรอืระดบัช้ันของ
ตัวแปรท่ีจะกําหนดเขาในกรอบแนวคิด เนื่องจาก
ดังที่กลาวแลววา ในการวิเคราะหการถดถอยเชิง
เสนตรงนั้น จะอาศัยความสัมพันธระหวางตัวแปร
อิสระและตัวแปร ตามเปนหลัก ‘ชงหมายความวา 
ลักษณะหรือระดับชั้นของตัวแปร ทั่งตัวแปรอิสระ
และตัวแปรตาม ควรจะอยู ในชั้นอันตรภาคขึ้นไป 
โดยตวัแปรอสิระบางตวั อาจเปนตวัแปรเชงิกลุมได 
แตจําเปนจะตองทําการแปลง ขอมูลใหอยูในรูป
ของตัวแปรเทียมหรือตัวแปร Dummy เสียกอน 
(ซึ่งจะไมกลาวถึงรายละเอียดในที่นี้) ในขณะที่
ตัวแปรตามจะตองเปนขอมูลท่ีอยูในช้ันอันตรภาค
ข้ึนไปเทานัน้ ไมเชนนัน้จะไมสามารถวเิคราะห การ
ถดถอยเชิงเสนตรงได เนื่องจากไมสามารถมีความ
สมัพนัธเชิงเสนระหวางตวัแปรอิสระกบัตวัแปรตาม 
ไดดังนั้น ในการเลือกตัวแปรเพื่อใชกําหนดกรอบ
แนวคิดในการวิจัยในงานการถดถอยเชิงเสนตรง 
จําเปนจะตองคํานึง ดังนี้
 1. ตั วแปรอิสระ ( Independent 
Variable) ที่เราเลือกมาเปนตัวแปรกลุ มหรือ
สามารถวัดใหเปน อันตรภาคไดหรือไม ถึงแมวาใน
การวิเคราะหการถดถอยเชิงเสนตรง ตัวแปรอิสระ
สามารถเปนตัวแปรกลุ มได (โดยการทําเปน 
Dummy) แตหากมตีวัแปรอสิระทีเ่ปนตวัแปรกลุม
มากเกนิไป จะสงผลตอสมัประสทิธิใ์นการพยากรณ 
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(R2) ของโมเดลทีเ่ราใชในการวเิคราะห โดยจะแปร
ผกผันกัน กลาวคือ หากมีตัวแปรกลุม เปนจํานวน
มาก สัมประสิทธิ์ในการพยากรณ (R2) จะมี
เปอรเซ็นตความถูกตองของการพยากรณต่ํา จึงควร
ระมดัระวงัในการเลอืกตัวแปรกลุมมาใชเปนตัวแปร
อิสระในกรอบแนวคิดการถดถอยเชิงเสนตรง
 2. ตวัแปรตาม (Dependent Variable) 
หรือสิ่งที่เราจะทําการศึกษาน้ัน สามารถวัดเปน
อนัตรภาคหรือ Scale ไดหรอืไม (ตามนยิามของนกั
วชิาการ) เนือ่งจากหากไมสามารถวดัเปนอนัตรภาค
หรอื Scale ไดจะลงผลใหตัวแปรตามมลีกัษณะเปน
ขอมูลกลุม อันจะเปนการฝาฝนขอตกลงของการ
วิเคราะหการถดถอยเชิงเสนตรง (จะกลาวถึงใน
หัวขอตอไป) เนื่องจากในการวิเคราะหการถดถอย
เชิงเสนตรงนั้น มี เงื่อนไขวา คาความคลาดเคลื่อน 
(e) ตองมีการแจกแจงแบบปกติ (กัลยา วานิชย
บัญชา. 2544 : 61) แตหากตัว แปรตาม (Y) ไมได
มลีกัษณะขอมลูทีเ่ปนชวงหรอือนัตรภาค จะเปนไป
ไมไดที่คาความคลาดเคลื่อน (e) จะมีการแจกแจง
แบบเปน ปกติ ซึ่งจะสงผลใหคาความคลาดเคลื่อน 
(e) ไมคงที ่จงึทาํใหไมสามารถวเิคราะหการถดถอย
แบบเชิงเสนได

 ขอตกลงเบือ้งตนของการวเิคราะหการถดถอย
เชิงเสนตรง

 ในการวิเคราะหการถดถอยเชิงเสนตรง 
เราจําเปนที่จะตองคํานึงถึงขอตกลงเนื่องตนของ
การ วิเคราะหการถดถอยเชิงเสนตรง เพื่อใหไดคํา
ตอบของการพยากรณทีเ่หมาะสมทีส่ดุ ดังทีไ่ดกลาว
มากอน หนานี้แลว โดยการวิเคราะหการถดถอย
เชงิเสนตรงมขีอตกลงทีค่วรคาํนงึถงึ ดังนี ้(กลัยา วา
นิชยบัญชา. 2546 : 116, วาโร เพ็งสวัสดิ์. 2553 : 
336 และRobert I. Kabacoff. 2008 : Online) 

 1. ขอตกลงเกีย่วกบัระดบัของตวัแปรที่
ใชในการวิเคราะห
 1.1 ข อตกลงเกี่ยวกับตัวแปรอิสระ 
(Independent Variable) ทีจ่ะใชในการวเิคราะห 
ดังท่ีได กลาวมาแลววา ตัวแปรอิสระท่ีเหมาะสม
ที่สุดที่จะนํามาใชการวิเคราะหการถดถอยเชิงเสน
ตรง คือ ตัวแปร อิสระที่สามารถจัดใหอยูในชั้น
อันตรภาคได อยางไรก็ตาม หากมีแนวคิด ทฤษฎี 
หรอืงานวจิยัทีเ่ก่ียวของมา รองรบัในการใชตวัแปร
กลุม ก็สามารถนําตัวแปรกลุมมาใชเปนตัวแปร
อิสระไดโดยมีขอแมวาจะตอง ดําเนินการแปลง
ตวัแปรกลุมดงักลาวใหเปนตวัแปรเทยีม หรอืตัวแป
รดัมมี่ (Dummy Variables) โดยการ กําหนดคา
ใหเปนตวัแปรยอยทีเ่ราตองการใหเปนตวัแปรยอย
หลัก มีคาเปน 1 สวนตัวแปรยอยที่เหลือใหเปน
ตัวแปรยอยฐาน มีคาเปน 0 ทั้งนี้ ตองคํานึงดวยวา 
หากมีตัวแปรกลุ มเปนจํานวนมาก จะสงผลให 
สัมประสิทธิ์ในการพยากรณ (R2) มีเปอรเซ็นต
ความถูกตองของการพยากรณตํ่า
 1.2 ข  อตกลง เกี่ ย ว กับตั วแปรตาม 
(Dependent Variable) ท่ีจะใชในการวิเคราะห
นั้น จะตองเปนตัวแปรที่สามารถวัดคาในระดับ
อันตรภาคหรือชวงไดเทานั้น เนื่องจากหากไม
สามารถวัดเปนอันตรภาคหรือ Scale ไดจะสงผล
ใหคาความคลาดเคลื่อน (e) ไมคงที่ และฝาฝนขอ
ตกลงเกี่ยวกับความแปรปรวนของ ความคลาด
เคลื่อนในการวิเคราะหการถดถอยเชิงเสน
 2. ข อตกลงเกี่ยวกับความสัมพันธ 
ระหวางตัวแปรที่ใชในการวิเคราะห
 2.1 ขอตกลงเกี่ยวกับความสัมพันธ
ระหวางตวัแปรอสิระ (X) และตวัแปรตาม (Y) ดงั
ท่ีไดกลาวมาแลววา ในการวิเคราะหการถดถอย
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เชิงเสนตรงนั้นจะอาศัยความสัมพันธระหวาง
ตัวแปรอิสระและตัวแปรตามเป นหลัก น่ัน
หมายความวา ตัวแปรอิสระ (X) และตัวแปรตาม 
(Y) จะตองมีความสัมพันธกัน เนื่องจากหากไมมี
ความสัมพันธกันแลว ยอมแสดงถึงความเปนอิสระ
ระหวางตัวแปร หรือความไมเกี่ยวของกันระหวาง 
ตัวแปรอิสระและตัวแปรตามนั่นเอง และหากไมมี
ความเ ก่ียวข องกันย อมจะไม สามารถนําไป 
พยากรณการเปลี่ยนแปลงของตัวแปรตามได 
เน่ืองจากตวัแปรอสิระไมมผีลตอตัวแปรตามนัน่เอง
 2.2 ขอตกลงเก่ียวกับความสัมพันธ
ระหวางตัวแปรอิสระ (X) และตัวแปรอิสระ (X) 
ขอตกลงขอนี้เปนการทดสอบเพื่อตรวจสอบการ
เกิดภาวะตัวแปรอิสระซํ้าซ อนกันหรือภาวะ 
Multicollinearity ซึ่งหมายถึง ภาวะที่ตัวแปร 
อิสระมีความสัมพันธกันเองอยูในระดับสูงมาก จน
คาดวาจะเปนตวัแปรตัวเดียวกนัหรอืเปนตัวแปรซํา้
ซอน กนั ซ่ึงในการวิเคราะหการถดถอยเชงิเสนตรง
นั้น จะตองไมมีภาวะตัวแปรอิสระซํ้าซอนกันหรือ
ภาวะ Multicollinearity เกิดขึ้นระหวางตัวแปร 
อสิระ หรือกลาวอกีนยัหนึง่คือ ตัวแปรอสิระจะตอง
เปนอสิระจากกัน หรอือาจมคีวามสมัพนัธกันไดบาง 
แต จะตองไมมากเกินไปจนเกิดภาวะตัวแปรอิสระ
ซํ้าซอนกันหรือภาวะ Multicollinearity หากมี
ตัวแปรอิสระเพียง 2 ตัว จะเรียกภาวะนี้วา ภาวะ 
Collinearity ไมมี Multi - (การวิเคราะหการ
ถดถอยอยางงาย ซึ่งมีตัวแปรอิสระเพียง 1 ตัว 
จะไมมีภาวะนี้) 
 3. ขอตกลงเก่ียวกับความเปนเสนตรง 
(Linearity) เนื่องจากในการวิเคราะหการถดถอย
เชิง เสนตรงนั้น ไมไดใชความสัมพันธแบบอื่น แต
จะอาศัยความสัมพันธในลักษณะเชิงเส นตรง

ระหวางตัวแปร อิสระและตัวแปรตาม (จึงไดชื่อ
เรียกวา เปนการวิเคราะหการถดถอยเชิงเสนตรง) 
ดังนั้น ลักษณะความ ความสัมพันธระหวางตัวแปร
อิสระ (X) และตัวแปรตาม (Y) ตามขอที่ 2.1 จะ
ตองเปนความสัมพันธในเชิงเสนตรงเทานั้น
 4. ขอตกลงเกี่ยวกับการแจกแจงของ
ประชากร (Normality) ในการวิเคราะหการ
ถดถอยเชิงเสนตรงนั้น การแจกแจงของประชากร
จะตองเปนแบบปกติ หรือมีความเปน Normality 
กลาวคือ ไมมีการเบของขอมูลนั่นเอง
 5. ขอตกลงเกี่ยวกับความเปนความ
คงที่ของค าความคลาดเค ล่ือน (Homo-
scedasticity) ซ่ึงหมายถึง ความแปรปรวนของ
ความคลาดเคลื่อน (e) มีความคงที่ทุกคาสังเกต

วิธีการและสถิติที่ใชทดสอบขอตกลงเบื้องตน
ของการวิเคราะหการถดถอยเชิงเสนตรง

 ในการทดสอบขอตกลงเบื้องตนของการ
วิเคราะหการถดถอยเชิงเสนตรงนั้นมีความจําเปน
ที่จะตองเขาใจวิธีการและสถิติที่ใชในการทดสอบ
ขอตกลงเพือ่ใหการทดสอบเปนไปอยางถกูตอง อนั
จะสงผลตอคาสัมประสิทธิ์การพยากรณในการ
วเิคราะห โดยวธิกีารและสถิตท่ีิใชในการทดสอบขอ
ตกลงของการวิเคราะหการถดถอยเชิงเสนตรง
สามารถเรียงตามขอตกลงตั้งแตขอที่ 2 - 5 ได ดังนี้ 
(ขอตกลงขอท่ี 1 สามารถตรวจสอบไดโดยอิงจาก
ลักษณะตัวแปรและลักษณะการใหคาคะแนนของ
เครื่องมือจึงไมตองใชสถิติในการทดสอบ) 
 1. ข อตกลงเกี่ยวกับความสัมพันธ 
ระหวางตัวแปรที่ใชในการวิเคราะห
 1.1 ขอตกลงเกี่ยวกับความสัมพันธ
ระหวางตัวแปรอิสระ (X) และตัวแปรตาม (Y) 
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สามารถทดสอบไดโดยการใช คําสั่ง Part and 
Partial Correlations ซึ่งเปนคําสั่งยอยที่ปรากฏ
อยูใน Linear Regression : Statistics (ไมตองไป
ทดสอบดวยความสมัพนัธของเพยีรสนัใหเปนตาราง
แยกตางหาก) โดยคาความสัมพันธ Correlations 
ทีจ่ะไดรับจะประกอบดวยคา Zero order, Partial 
และPart โดยคาหลักที่จะใชในการดูความสัมพันธ
ระหวางตัวแปรอิสระและตัวแปรตามนั้น จะใชคา 
Zero order เปนหลกั (เน่ืองจากเปนคาสมัประสทิธิ์
สหสัมพันธระหวางตัวแปรอิสระกับตัวแปรตาม
ท้ังหมดไมใชแคบางสวน เหมอืน Partial หรือ Part) 
โดยมีรายละเอียดของแตละคา ดังนี้ 
 1) Zero order หมายถึง คาสมัประสทิธ์ิ
สหสมัพนัธระหวางตัวแปรอสิระ (X) กับตัวแปรตาม 
(Y) แตละตวั โดยไมไดควบคมุตวัแปรอสิระอืน่ๆ ซึง่
สามารถแปลคาความสัมพันธไดโดยใชหลักเกณฑ
การแปลเชนเดียวกับสัมประสิทธิ์สหสัมพันธของ
เพยีรสนั (Pearson’s Correlation) โดยสมัประสทิธิ์
สหสมัพนัธระหวางตัวแปรอสิระ (X) กับตัวแปรตาม 
(Y) แตละตัว จะตองมีคานัยสําคัญทางสถิติที่ระดับ 
.05 (Sig. ≤ .05) โดยมีคาสัมประสิทธิ์สหสัมพันธ
ระหวางตัวแปรอสิระ (X) กบัตวัแปรตาม (Y) แตละ
ตัว ≥ ( - ) / (+) 0.21 ขึ้นไป จึงจะถือวา ตัวแปร
อิสระ (X) และตัวแปรตาม (Y) มีความสัมพันธกัน
พอที่จะเขาสูการวิเคราะหการถดถอยได
 2) Partial หมายถึง คาสัมประสิทธิ์สห
สัมพันธบางสวนระหวางตัวแปรอิสระ (X) กับ
ตัวแปรตาม (Y) แตละตัว โดยไดควบคุมตัวแปรอิส
ระอืน่ๆ ทีอ่าจจะสมัพนัธกบัตวัแปรตาม กบัตวัแปร
อิสระแตละตัว
 3) Part หมายถงึ คาสมัประสทิธิส์หสัมพนัธ
บางสวนระหวางตัวแปรตาม (Y) กับตัวแปรอิสระ 

(X) แตละตวั โดยไดควบคุมตัวแปรอสิระอืน่ๆ ทีอ่าจ
จะสัมพันธกับตัวแปรอิสระแตละตัว
 1.2 ขอตกลงเกี่ยวกับความสัมพันธ
ระหวางตัวแปรอิสระ (X) และตัวแปรอิสระ (X) 
ซ่ึงเป นการตรวจสอบการเกิดภาวะ Multi-
collinearity สามารถตรวจสอบได ดังนี้ 
 1) ตรวจสอบโดยการใชการวิเคราะห
องค ประกอบความแปรปรวน (Variance 
Inflation Factors) หรอื คา VIF ซึง่เปนคาํสัง่ยอย
ที่ปรากฏอยูใน Linear Regression : Statistics 
เลอืก Collinearity diagnostic (ไมตองไปทดสอบ
ดวยสัมประสิทธิ์สหสัมพันธของเพียรสันใหเปน
ตารางแยกตางหาก) โดยเกณฑในการพจิารณาการ
เกิดภาวะ Multicollinearity นั้น ใหพิจารณา
ตวัแปรทีมี่คา VIF 10 โดยหากพบวามตีวัแปรอสิระ
ท่ีมคีา VIF ≥ 10 ใหถือวา ตวัแปรอสิระนัน้เกิดภาวะ 
Multicollinearity ซึง่จะตองดาํเนนิการตดัตวัแปร
อิสระนั้นออกจากสมการพยากรณ ซึ่งหากตัวแปร 
≥ 2 ตัว มีภาวะ Multicollinearity ที่เทากัน (มีคา 
VIF เทากนั) ใหพจิารณาตดัตัวแปรทีม่คีา S.E. มากทีส่ดุ
ออกกอน และเหลือตัวแปรท่ีมีคา S.E. นอยท่ีสุด
ไวในสมการ 

ตัวอยาง 1 :
 ตวัแปร X1 ม ีVIF = 12.048, S.E. = 1.34
 ตวัแปร X2 ม ีVIF = 11.021, S.E. = 0.74
 ตัวแปร X3 มี VIF = 1.008, S.E. = 0.35

 จากตัวอยางท่ี 1 จะเห็นไดวา ตัวแปร 
X1 - X3 มีตัวแปรจํานวน 2 ตัวท่ีเกิดภาวะ 
Multicollinearity (ไดแก X1 และ X2) โดยตวัแปร
ทัง้ 2 ตวัมคีา VIF ไมเทากนั ในกรณนีี ้การเกดิภาวะ 
Multicollinearity จึงไมใชการเกดิระหวางตัวแปร 
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X1 และ X2 (แตอาจเกิดจากตัวแปรคูอื่นๆ ) ใน
กรณีน้ี จึงตองทําการตัดตัวแปรทั้ง X1 และ X2 
ออกจากสมการถดถอย

ตัวอยาง 2 : 
 ตวัแปร X1 ม ีVIF = 12.048, S.E. = 1.34
 ตวัแปร X2 ม ีVIF = 12.048, S.E. = 0.78
 ตวัแปร X3 ม ีVIF = 12.048, S.E. = 0.65

 จากตัวอยางที่ 2 จะเห็นไดวา ตัวแปร 
X1 - X3 มีตัวแปรจํานวน 3 ตัวที่ เกิดภาวะ 
Multicollinearity (ไดแก X1, X2 และ X3) โดย
ตัวแปรทั้ง 3 ตัวมีคา VIF เทากัน ในกรณีนี้ การเกิด
ภาวะ Multicollinearity จึงเปนการเกิดระหวาง
ตัวแปร X1, X2 และ X3 จะดําเนินการตัดตัวแปร
ที่มีคา S.E. มากที่สุดออกกอน และเหลือตัวแปรที่
มีคา S.E. นอยที่สุดไวในสมการ ซึ่งในกรณีตัวอยาง
ที่ 2 นี้ เราจะทําการ ตัดตัวแปร X1 และ X2 ออก
กอนเนื่องจากมีคาความคลาดเคลื่อนสูงที่สุด (S.E. 
= 1.34 และ S.E. = 0.78 ตามลําดับ) และคงเหลือ 
ตัวแปร X3 ไวในสมการ เน่ืองจากตัวแปรที่เกิด
ภาวะ Multicollinearity ไดรับการตัดออกจาก
สมการแลว
 2) ตรวจสอบโดยการดูคา Tolerence 
ประกอบกับคา VIF โดยคา Tolerence จะแปร
ผกผันกับคา VIF เสมอ โดยคา Tolerence จะมีคา
ตัง้แต 0 - 1 ซ่ึงหากคา Tolerence เขาใกล 1 แสดง
วา ตวัแปรเปนอสิระจากกนั แตหากเขาใกล 0 แสดง
วาเกิดภาวะ Multicollinearity

 2. ขอตกลงเก่ียวกับความเปนเสนตรง 
(Linearity) สามารถตรวจสอบไดโดยใชวธิกีารทาง
สถิติ โดยการใช F - test ANOVA ในการทดสอบ 
ซึง่หากผลการทดสอบพบวา นยัสาํคัญทางสถติิของ

ความเปนเสนตรง (Linearity) ≤ 0.05 แสดงวา 
มีความเปนเสนตรง 
 3. ขอตกลงเกี่ยวกับการแจกแจงของ
ประชากร (Normality) สามารถตรวจสอบไดโดย
ใชวิธีการทางสถิติ โดยการใช Kolmogorov - 
Smirnov Test ในกรณีที่ทราบคาเฉลี่ยและความ
แปรปรวนของประชากร แตหากไมทราบคาเฉลี่ย
และความแปรปรวนของประชากร จะใชคาเฉลี่ย
และความแปรปรวนของกลุมตัวอยางแทน หรือใช 
Shapiro - Wilk Test ก็ได แตกลุมตัวอยางตองมี
ขนาดไมเกิน 50 และจะใหความนาจะเปนในการ
ทดสอบนอยกวา Kolmogorov - Smirnov Test 
โดยหาก ผลการทดสอบพบวา นัยสําคัญทางสถิติ 
> 0.05 แสดงวา การแจกแจงของประชากรเปนปกติ
 4. ขอตกลงเกีย่วกบัความเปน Homo-
scedasticity สามารถตรวจสอบไดโดยใชวิธีการ
ทางสถิติ โดยการวิเคราะห Non - constant 
Variance Score Test หรือ ใช Box’s Test of 
Equality ซ่ึงหากผลการทดสอบพบวา นัยสําคัญ
ทางสถิติของความแปรปรวน > 0.05 แสดงวา 
ความแปรปรวนของคาความคลาดเคลื่อนมีความ
คงที่ทุกคาสังเกต

เหตุผลในการใชขอตกลงในการวิเคราะหการ
ถดถอยเชิงเสนตรง

 ในงานวิจัยที่เกี่ยวกับการวิเคราะหการ
ถดถอยเชิงเสนตรงท่ีผานมา มักจะพบวา การ
ทดสอบขอตกลงเบื้องตนตามขอ 1. นั้น โดยทั่วไป
นยิมใชเมตรกิซสมัประสทิธิส์หสมัพนัธของเพยีรสนั
ในการทดสอบความสัมพันธของตัวแปรอิสระกับ
ตัวแปรตาม และทดสอบภาวะ Multicollinearity 
ระหวางตัวแปรอิสระ ซ่ึงตามความคิดเห็นของ
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ผูเขยีนแลวเหน็วายงัไมคอยเหมาะสมนกั ดวยเหตผุล
ดังตอไปนี้ 
 1) หากใชสัมประสิทธ์ิสหสัมพันธของ
เพยีรสนัในการตรวจสอบภาวะ Multicollinearity 
สัมประสิทธ์ิสหสัมพันธของเพียรสันจะดําเนินการ
ทดสอบเปนรายคูตามจํานวนตัวแปรอิสระ ซึ่งหาก
พบภาวะ Multicollinearity จะพบเปนรายคู ซึ่ง
ยากแกการดําเนินการตัดตัวแปรตัวใดตัวหน่ึง 
เนื่องจากไมสามารถบอกไดวาตัวแปรคูที่เกิดภาวะ 
Multicollinearity เปนผลมาจากตัวแปรตัวใดใน
รายคูนั้นๆ แตหากใชตรวจสอบโดยการใชการ
วิเคราะหองคประกอบความแปรปรวน (VIF) และ
การดคูา Tolerence ประกอบ จะสามารถบอกการ
เกิดภาวะ Multicollinearity เฉพาะของตัวแปร
อสิระตวัใดตวัหน่ึง ซึง่จะชวยใหงายตอการพจิารณา
ตัดตัวแปรอิสระนั้นๆ ออกจากสมการ
 2) หากใชสัมประสิทธ์ิสหสัมพันธของ
เพยีรสนัในการตรวจสอบภาวะ Multicollinearity 
จะไมสามารถตรวจสอบความสัมพันธของตัวแปร
อสิระทีเ่ปนกลุมได เนือ่งจากฝาฝนตอขอตกลงของ
การใชสัมประสทิธิส์หสมัพนัธของเพยีรสนั (ตวัแปร
ที่จะใชวิเคราะหความสัมพันธแบบเพียรสันไดจะ
ตองเปนชวง/อตัรภาคขึน้ไปเทานัน้ อกีทัง้ไมรองรบั
ตัวแปร Dummy) ซึ่งหากงานวิจัยที่วิเคราะหการ
ถดถอยมีตัวแปรอิสระที่เปนตัวแปรกลุมอยูดวยจะ
ไมสามารถตรวจสอบภาวะ Multicollinearity 
ระหวางตัวแปรได แตหากใชตรวจสอบโดยการใช
การวิเคราะหองคประกอบความแปรปรวน (VIF) 
และการดูคา Tolerence ประกอบ จะสามารถ
ทาํได เน่ืองจากสมการวเิคราะหการถดถอยเชงิเสน
สามารถรองรับตัวแปรกลุ มที่แปลงเปนตัวแปร 
Dummy แลว

 3) เปนการวเิคราะหโดยใชสถิตนิอกจาก
ที่อยูใน Statistics ของ Linear Regression ซึ่งไม
จาํเปน เพราะ Statistics ของ Linear Regression 
สามารถวิเคราะห Correlations (R) ระหวาง
ตัวแปรอิสระ (X) และตัวแปรตาม (Y) ไดตามขอที่ 
1.1 พรอมกับบอกผลของ Correlations (R) ใน
ตาราง Coefficient ไดทนัทีโดยทีไ่มตองนาํตวัแปร
เขาสูการวิเคราะหสหสัมพันธของเพียรสัน (หมาย
ถึงสามารถใชตารางเดยีวกนัไดเลย โดยท่ีไมตองเพ่ิม
ตารางสหสัมพันธของเพียรสัน เพื่อดูความสัมพันธ 
(R) ระหวางตัวแปรอิสระ (X) และตัวแปรตาม (Y) 
และภาวะ Multicollinearity) 
 4) ในงานวจิยัท่ีเกีย่วกบัการวเิคราะหการ
ถดถอยเชิงเสนตรงท่ีผานมายังพบวา สวนใหญจะ
ละเลยขอตกลงเกี่ยวกับความเปนเสนตรง ดังที่ได
กลาวแลววา การวิเคราะหการถดถอยเชิงเสนตรง
นัน้ เปนเทคนคิทางสถติอิาศยัความสมัพนัธเชงิเสน
ตรงระหวางตัวแปรอิสระและตัวแปรตามมาใชใน
การทํานายการเปลี่ยนแปลงของตัวแปรตามที่เกิด
จากอิทธิพลของตัวแปรอิสระ ซึ่งสัมประสิทธิ์สห
สมัพนัธของเพยีรสนัไมสามารถตรวจสอบขอตกลง
ดังกลาวนี้ได แตสามารถทดสอบไดโดยการใช 
Linearity ใน ANOVA
 5) ขอตกลงขอท่ี 3 - 4 นั้น เปนการ
ทดสอบพื้นฐานท่ีสําคัญเชนกัน เนื่องจากการ
แจกแจงของประชากรและความเปน Homo-
scedasticity เปนองคประกอบสําคัญที่จะทําให
การวิเคราะหการถดถอยไดรบัคําตอบท่ีชัดเจน และ
ถกูตองตามหลกัการของสถติ ิแตงานวจิยัทีเ่กีย่วกบั
การวเิคราะหการถดถอยเชิงเสนตรงท่ีผานมายงัพบ
วา สวนใหญจะละเลยขอตกลง 3 - 4 เชนกัน
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 นอกจากนี ้สวนใหญแลวมกีารดาํเนนิการ
ทดสอบขอตกลงเบื้องตนของการวิเคราะหการ
ถดถอยเพียงไมกี่ขอ โดยสวนใหญจะดําเนินการ
ทดสอบเพียงแค ขอ 1 คือ ตรวจสอบความสัมพันธ
ระหวางตวัแปรอสิระและตัวแปรตาม กบัตรวจสอบ
ภาวะ Multicollinearity ระหวางตัวแปรอิสระ
เทานั้น ซึ่งผูเขียนเห็นวายังไมถูกตอง ดังที่ไดกลาว
แลววา การวิเคราะหการถดถอยเชิงเสนตรงน้ัน 
เปนเทคนิคทางสถติอิาศยัความสมัพนัธเชงิเสนตรง
ระหวางตัวแปรอิสระและตัวแปรตามมาใชในการ
ทํานายการเปลี่ยนแปลงของตัวแปรตามที่เกิดจาก
อิทธิพลของตัวแปรอิสระ และต องอิงความ
แปรปรวนของประชากรเชนกัน ดังนั้น ขอตกลง
ทั้งหมดที่กลาวมาแลวจึงเปนขอตกลงที่มีความ
สําคัญตอผลการวิจัยที่ตองการความชัดเจนและ
ความถูกตองตามหลักการของสถิติ

การคัดเลือกตัวแปรเพื่อการพยากรณ

 วิธีการคัดเลือกตัวแปรพยากรณเพื่อเขา
สูสมการถดถอยพหุคูณเชิงเสน มีอยูหลายวิธีดวย
กนั (ในการวิเคราะหการถดถอยเชงิเสนแบบงายจะ
มเีพยีง 1 วธีิ คอื Enter Method เน่ืองจากมตัีวแปร
อิสระเพียงตัวเดียว) ซ่ึงแตละวิธีก็มีขอแตกตางกัน
ไป (วาโร เพ็งสวัสดิ์. 2553 : 344 - 345) ดังนี้ 
 1. การถดถอยพหุคูณเ ชิง เส นแบบ
คัดเลือกเขา (Enter Method) 
 2. การถดถอยพหุคูณเ ชิง เส นแบบ
เดินหนา (Forward Method) 
 3. การถดถอยพหุคูณเ ชิง เส นแบบ
ถอยหลัง (Backward Method) 
 4. การถดถอยพหุคูณเ ชิง เส นแบบ
ขั้นบันได (Stepwise Method) 

 5. การถดถอยพหุคณูแบบขัน้ตอนระดับ
ลดหลั่น (Hierarchical Stepwise Method) 

 1. การถดถอยพหุคูณเชิงเส นแบบ
คัดเลือกเขา (Enter Method) วิธีนี้เปนการ
คัดเลือกตัวแปรพยากรณเข าสมการดวยการ
วเิคราะหเพยีงขัน้ตอนเดยีว ซึง่เปนการคดัเลอืกโดย
ใชวิจารณญาณของผู วิจัยวาจะคัดเลือกตัวแปร
พยากรณใดบางเขาสมการ เร่ิมตั้งแตการคัดเลือก
ตวัแปรพยากรณมาศกึษา คาทดสอบนยัสาํคญัของ
สัมประสิทธิ์สหสัมพันธ (R) ระหวางตัวแปรเกณฑ
กับตัวแปรพยากรณ และทดสอบภาวะ Multi-
collinearity ระหวางตวัแปรพยากรณดวยกนั โดย
มีหลักสําคัญอยูวา ควรคัดเลือกตัวแปรท่ีมีความ
แปรปรวนมากๆ คาสัมประสิทธิ์สหสัมพันธ (R) 
ระหวางตัวแปรเกณฑกับตัวแปรพยากรณมีคาสูง 
และมีนัยสําคัญทางสถิติ (Sig ≤ 0.05) ดังที่ไดกลาว
ไวแลวใน ขอ 1.1 (ขอตกลงเกี่ยวกับความสัมพันธ
ระหวางตวัแปรอสิระ (X) และตวัแปรตาม (Y) ขณะ
เดียวกันคา VIF ของตัวแปรพยากรณแตละตัวควร
มีคานอยหรือไมมีเลย (เปนอิสระจากกัน VIF = 0, 
หรือไมเกิน 10) โดยเมื่อคัดเลือกแลวจะใชตัวแปร
พยากรณทุกตัวที่เลือกวิเคราะหพรอมๆ กันทุก
ตวัแปรเขาสมการหมด วธินีีเ้ปนวธีิทีง่ายและสะดวก
ที่สุดสําหรับมือใหมท่ีเริ่มต นใช การวิเคราะห
การถดถอยพหุคูณเชิงเสนตรง
 2. การถดถอยพหุคูณเชิงเส นแบบ
กาวหนา (Forward Method) วิธีนี้จะเปนการ
เลือกตัวแปรพยากรณท่ีมีคาสหสัมพันธกับตัวแปร
สงูทีส่ดุเขาสมการกอน สวนตัวแปรทีเ่หลอืจะมกีาร
คํานวณหาสหสัมพันธแบบแยกสวน (Partial 
Correlation) ซ่ึงเปนความสมัพนัธเฉพาะตวัแปรที่
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เหลือตัวนั้นกับตัวแปรตาม โดยขจัดอิทธิพลของ
ตวัแปรอืน่ๆ ออก ถาตวัแปรใดมคีวามสมัพนัธสูงอยาง
มนียัสาํคัญทางสถิต ิ(Sig ≤ 0.05) กจ็ะนําเขาสมการ
ตอไป ทําแบบนี้ไปเรื่อยๆ จนกระทั่งคาสหสัมพันธ
แยกสวนระหวางตัวแปรอิสระที่ไมไดนําเขาสมการ
แตละตัวกับตัวแปรตามไมมีความสัมพันธทางสถิติ 
(Sig ≥ 0.05) ก็จะหยุดคัดเลือก และไดสมการ
ถดถอยที่มีสัมประสิทธิ์การพยากรณสูงสุด
 3. การถดถอยพหุคูณเชิงเสนแบบถอย
หลัง (Backward Method) วิธีนี้เปนวิธีที่ตรงกัน
ขามกับแบบกาวหนา โดยจะเปนการนําตัวแปร
พยากรณทั้งหมดเขาสมการ จากน้ันคอยๆ ขจัด
ตวัแปรพยากรณออกทลีะตวั โดยจะหาคาสหสมัพนัธ
ระหวางตวัแปรพยากรณทีอ่ยูในสมการแตละตัวกับ
ตัวแปรตาม เมื่อขจัดอิทธิพลของตัวแปรพยากรณ
อื่นๆ ออกแลว โดยการใชสหสัมพันธแบบแยกสวน 
(Partial Correlation) หากทดสอบคาสหสัมพันธ
แลวพบวาไมมนัียสาํคัญทางสถติ ิ(Sig ≥ 0.05) กจ็ะ
ขจดัออกจากสมการ แลวดําเนินการทดสอบตัวแปร
ที่เหลือยู ในสมการตอไป จนกระทั่งสหสัมพันธ
ระหวางตัวแปรพยากรณแตละตัวกับตัวแปรตาม 
เมื่อตัวแปรพยากรณอื่นๆ ออกแลว พบวามี
นัยสําคัญทางสถิติ (Sig ≤ 0.05) ก็จะหยุดคัดเลือก
และไดสมการถดถอยที่มีสัมประสิทธิ์การพยากรณ
สูงสุด
 4. การถดถอยพหุคูณเชิงเสนแบบข้ัน
บันได (Stepwise Method) วิธีนี้ เปนการผสม
ผสานระหวางวธิแีบบกาวหนา และวธิแีบบถอยหลงั 
เขาดวยกัน โดยในขั้นแรกจะคัดเลือกตัวแปร
พยากรณทีมี่คาสหสมัพนัธกับตัวแปรตามสงูสดุเขา
สมการกอน จากนั้นก็จะทดสอบตัวแปรที่ไมไดอยู
ในสมการวาจะมีตัวแปรพยากรณตัวใดบางมีสิทธิ์

เข ามาอยู  ในสมการดวยวิธีการคัดเลือกแบบ
กาวหนา และขณะเดยีวกนัก็จะทดสอบตวัแปรท่ีอยู
ในสมการดวยการคดัเลอืกแบบถอยหลงั โดยจะคดั
เลือกผสมทั้งสองวิธีนี้ในทุกขั้นตอนจนไมมีตัวแปร
ใดที่ถูกคัดออกจากสมการ และไมมีตัวแปรใดที่จะ
ถูกนําเขาสมการ กระบวนการก็จะยุติลงและได
สมการถดถอยที่มีสัมประสิทธิ์การพยากรณสูงสุด
 5. การถดถอยพหคุณูแบบขัน้ตอนระดบั
ลดหลั่น (Hierarchical Stepwise Method) 
วิธีนี้ เปนเทคนิคการวิเคราะหหลายตัวแปรเทคนิค
หนึ่งท่ีนิยมใชกันมากเพราะมีการจําแนกกลุมของ
ตัวแปรอิสระเปนกลุมๆ แลวศึกษาวิเคราะหวา
แตละกลุมมผีลตอตวัแปรตามหรอืไม เมือ่มตีวั แปร
อีกกลุมหนึ่งเพ่ิมเขามาในการวิเคราะห โดยจะมี
ตวัแปรอสิระจาํนวนหนึง่ทีแ่บงออกเปนชดุๆ แตละ
ชดุอาจมจีาํนวนตวัแปรไมเทากนัได ซึง่หากตวัแปร
ในแตละชดุเปนตวัแปรในเรือ่งเดยีวกนัในชัน้ตอมา 
ตองตัดสินใจวาตองการจะเอาตัวแปรอิสระชุดใด
เขาไปกอน ชดุใดเขาไปเปนชดุทีส่องรวมกับชดุแรก 
และชดุใดเปนชดุสดุทายทีจ่ะเขาไปรวมกบัชดุอืน่ๆ 
ที่ไดเขาไปแลว ซึ่งมีเงื่อนไขของการวิเคราะหคือ 
1) ตัวแปรตามเปนตัวแปรเชิงปริมาณ คือ มีการวัด
ระดับชวงหรออัดราสวน และ2) ตัวแปรอิสระเปน
ตัวแปรเชิงปริมาณ และมีการวัดระดับชวงหรือ
อัตราสวน หรือมีคาเปน 1,0

ขั้นตอนการวิเคราะหการถดถอยเชิงเสนตรง

 จากหลกัการและแนวคดิของการวเิคราะห
การถดถอยดังที่ไดกลาวมาแลวนั้น สามารถสรุป
ข้ันตอน - กระบวนการในการวิเคราะหการถดถอย
เชิงเสนตรงได ดังนี้ (ในที่นี้จะกลาวถึงเพียงการ
ถดถอยพหุคูณเชิงเสนตรง)



วารสารวิจัยและพัฒนาหลักสูตร30

 1. ศึกษาทบทวนแนวคิด ทฤษฎี ตลอด
จนงานวิจัยที่เก่ียวของ เพื่อสรุปถึงตัวแปรตางๆ 
ที่คาดวาจะมีผล - อิทธิพลตองานที่ศึกษา
 2. เลือกวธิีการคดัเลือกตัวแปรพยากรณ
เพื่อเขาสูสมการถดถอยพหุคูณเชิงเสน
 3. ดาํเนนิการตรวจสอบขอตกลงเบ้ืองตน
ของการวิเคราะหการถดถอย
 4. ทดสอบนยัสาํคญัของสมัประสทิธิก์าร
ถดถอย เพื่อตรวจสอบวาตัวแปรพยากรณสามารถ
พยากรณตัวแปรเกณฑไดหรือไม ดวยสถิติ t
 5. หานํา้หนกัของสมัประสทิธิก์ารถดถอย
ในรูปคะแนนดิบ (B) และนํ้าหนักของสัมประสิทธิ์
การถดถอยในรูปคะแนนมาตรฐาน (Beta) เพื่อนํา
ไปใชในการเขยีนสมการพยากรณ และเปรยีบเทยีบ
วาตัวแปรพยากรณตัวใด พยากรณตัวแปรเกณฑ
ไดดีกวา

ตัวอยางการแปลผลการวิเคราะหการถดถอย
จากตัวอยางงานวิจัย

 ใน ข้ันตอนนําเสนอการแปลผลการ
วิเคราะหการถดถอยนี้ เปนการนําเสนอตัวอยาง
งานวิจัยเรื่อง ปจจัยที่มีอิทธิพลตอการมีสวนรวม
ทางการเมืองของสตรี ซ่ึงไดดําเนินการโดยใชการ
วิเคราะหการถดถอยพหุคูณเชิงเสนตรง ซึ่งจะ
ดําเนินการตามข้ันตอนการวิเคราะหการถดถอย 
ดังที่ไดกลาวแลวขางตน 
 ขัน้ตอนที ่1 ศกึษาทบทวนแนวคดิ ทฤษฎี 
ตลอดจนงานวิจัยท่ีเกี่ยวของ เพื่อสรุปถึงตัวแปร
ตางๆ ทีค่าดวาจะมผีล - อทิธพิลตองานทีศ่กึษา (ใน
ที่นี้คือ ปจจัยที่มีผลตอการมีสวนรวมทางการเมือง
ของสตรี) เพื่อกําหนดตัวแปรที่จะใชเปนกรอบ
แนวคิดในการวิจัย 

ปจจัยที่มีผลตอการมีสวนรวม
ทางการเมืองของสตรี

1) แรงจูงใจใฝสัมฤทธิ์ x1
2) แรงจูงใจใฝสัมพันธ x2
3) แรงจูงใจใฝอํานาจ x3
4) การรับรูบทบาทที่สังคมคาดหวังx4
5) คานิยมดานบทบาททางเพศ x5
6) การสนับสนุนทางสังคม x6

การมีสวนรวมทางการเมือง
ของสตรี Y

(Independent Variable) (Dependent Variable)

จากกรอบแนวคิดจะเห็นไดวา มีตัวแปรที่ (คาดวาจะ) มีผลตอการมีสวนรวมทางการเมืองของ
สตรทีีไ่ดทาํการศึกษาแนวคิด ทฤษฎ ีและงานวจิยัตางๆ มา สามารถสรปุไดวามจีาํนวน 6 ตวัแปร 
X1 - X6
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 ขั้นตอนที่ 2 เลือกวิธีการคัดเลือกตัวแปร
พยากรณเพื่อเขาสูสมการถดถอยพหุคูณเชิงเสน 
ในตวัอยางนี ้จะดาํเนนิการคัดเลอืกตวัแปรพยากรณ
เพื่อเขาสูสมการถดถอยพหุคูณเชิงเสน โดยการใช
วิธีการถดถอยพหุคูณเชิงเสนแบบคัดเลือกเขา 
(Enter Method) เน่ืองจากเปนวิธีท่ีงายตอการ
ทําความเขาใจสําหรับมือใหมที่ เริ่มตนใชการ
วิเคราะหการถดถอยพหุคูณเชิงเสนตรง โดยใชคํา
สั่งใน SPSS ดังนี้ Analyze Regression Linear 
โดยในชอง Method ใหเลือก Enter 
 ขั้นตอนที่  3 ดําเนินการตรวจสอบ
ขอตกลงเบื้องตนของการวิเคราะหการถดถอย
 1) ขอตกลงเก่ียวกับตวัแปรอสิระ ในขัน้
ตอนนี้ สามารถตรวจสอบไดโดยการดูคุณลักษณะ
ตัวแปรอิสระ และเครื่องมือที่ใชในการวัดตัวแปร
อิสระ โดยเมื่อตรวจสอบแลวพบวา ตัวแปรอิสระ
ที่ใช ในการวิจัยทั้ง 6 ตัวแปร อยู ในมาตรวัด
อันตรภาคชั้น (Interval) คือ 1) ตัวแปรแรงจูงใจ
ใฝสัมฤทธิ ์2) ตวัแปรแรงจงูใจใฝสมัพนัธ 3) ตวัแปร
แรงจูงใจใฝอํานาจ 4) ตัวแปรการรับรู บทบาท
ที่สังคมคาดหวัง 5) ตัวแปรบทบาททางเพศ
6) ตัวแปรการสนับสนุนทางสังคม และไมมีตัวแปร
เชงิกลุมจงึไมมตีวัแปรอสิระตัวใดทีต่องแปลงใหเปน
ตัวแปร Dummy เปนไปตามขอตกลงของการ
วิเคราะหการถดถอยพหุคูณเชิงเสนตรง
 2) ขอตกลงเกี่ยวกับตัวแปรตาม ตรวจ
สอบไดเชนเดยีวกบัตัวแปรอสิระ โดยเมือ่ตรวจสอบ
แลวพบวา ตัวแปรตามที่ใชในการวิจัย (การมีสวน
รวมทางการเมืองของสตรี) อยูในมาตรวดัอันตรภาค
ชั้น (Interval) ทั้งหมด จึงเปนไปตามขอตกลงของ
การวิเคราะหการถดถอยพหุคูณเชิงเสนตรง

 3) ขอตกลงเกี่ยวกับการแจกแจงของ
ประชากร (Normality) ทดสอบโดยการใช 
Kolmogorov - Smirnov Test ได ผลลัพธ  
ดังตารางที่ 1

Test Statistics

score

Most Extreme Absolute
Differences Positive
 Negative
Kolmogorov - Smirnov Z 
Asymp. Sig. (2 - tailed)

.500

.000
 - .500
1.118
.164

a. Grouping Variable: group 

ตารางที่ 1 แสดงการทดสอบการแจกแจงของประชากร 
(Normality) โดยการใช Kolmogorov - Smirnov 
Test

 จากการทดสอบการแจกแจงของ
ประชากรในตารางที่ 1 พบวา มีนัยสําคัญของการ
ทดสอบ Sig. = 0.164 และ Kolmogorov - Smirnov 
test มีคาเทากับ 1.118 ซ่ึงมากกวานัยสําคัญที่
กําหนดไว (Sig. > 0.05) ซึ่งแสดงใหเห็นวา 
การแจกแจงของประชากรมีความเป นปกติ 
(Normality) เปนไปตามขอตกลงของการวเิคราะห
การถดถอยพหุคูณเชิงเสนตรง

 4) ข  อ ต ก ล ง เ กี่ ย ว กั บ ค ว า ม เ ป  น 
Homoscedasticity ทดสอบโดยการใช Box’s 
Test of Equality ไดผลลัพธ ดังตารางที่ 2
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Box’s Test of Equality of Covariance 
Matrices (a) 

Box’s M
F 

df1
df2

Sig.

9.959
1.482

6
18168.92

3
.180

a Design: Intercept+Particip 

ตารางที ่2 แสดงการทดสอบความเปน omoscedasticity 

โดยการใช Box’s Test of Equality

 จากการทดสอบความเป น Homo-
scedasticity โดยการใช Box’s Test of Equality 
พบวา มีนัยสําคัญของการทดสอบ Sig. = 0.180 
และ F = 1.482 ซึ่งมากกวานัยสําคัญที่กําหนดไว 
(Sig. > 0.05) ซึ่งแสดงใหเห็นวา ความแปรปรวน
ของความคลาดเคลือ่นมคีาคงทีใ่นทกุคาการสงัเกต
 5) ขอตกลงเกี่ยวกับความเปนเสนตรง 
(Linearity) ทดสอบโดยการใช ANOVA ไดผลลพัธ
ดังตารางที่ 3 

ANOVA Table

Sum of 
Squares

df Mean 
Square

F
Sig.

x * y Between (Combined) 
 Groups 
 Linearity
 Deviation from Linearity 
 Within Groups
 Total

12.500
12.228
.272

17.500
30.000

4
1
3
10
14

3.125
12.228
.091
1.750

1.786
6.988
.052

.208

.025

.984

ตารางที่ 3 แสดงการทดสอบเกี่ยวกับความเปนเสนตรง (Linearity) โดยการใช ANOVA

 จากการทดสอบความเป นเส นตรง 
(Linearity) พบวา คา F มีคา 6.988 มีนัยสําคัญ
ทางสถติ ิ< 0.05 (Sig = 0.25) แสดงใหเห็นวา ความ
สัมพันธระหวางตัวแปรอิสระ (X) และตัวแปรตาม 
(Y) มีความเปนเสนตรงอยางมีนัยสําคัญทางสถิติ 
เปนไปตามขอตกลงของการวิเคราะหการถดถอย
พหุคูณเชิงเสนตรง

 6) - 7) ขอตกลงเกี่ยวกับความสัมพันธ
ระหวางตัวแปรอิสระ (X) และตัวแปรอิสระ (X) 
โดยการทดสอบภาวะ Multicollinearity โดยการ
ใช Variance Inflation Factors และ Tolerence 
และขอตกลงเก่ียวกับความสัมพันธระหวาง
ตัวแปรอิสระ (X) และตัวแปรตาม (Y) ทดสอบ
โดยการใช Correlation (R) ซึ่งสามารถใชคําสั่ง
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ในโปรแกรม SPSS ดังนี้ Analyze Regression 
Linear แล วเ ลือกตัวแปรตามไปไว  ในช อง 
Dependent และนําตัวแปรอิสระไปไวในชอง 
Independent จากนั้นคลิกที่ปุม Statistics เลือก 
Collinearity, Model fit, Correlations, R 
squared change และEstimates จากนั้น คลิก 

Continue กลบัมาที ่หนาตาง Regression Linear 
คลิกที่ Option คลิกที่ Use Probability of F และ
กาํหนด Entry = .05 จากนัน้ คลกิ Continue กลบั
มาท่ี หนาตาง Regression Linear คลิกท่ี OK 
จะไดผลลัพธ ดังตารางที่ 4 

Coefficient

ตัวแปร
อิสระ (X) 

B S.E. Beta t Correlation
P - Val-

ue

Multicollinearity

VIF Tolerence

 (a) 
MAcc 

MRelat 
MPower 

SoEx 
SxRl 

SoSup 

9.55
.31
.91
.79
.06
.16
.02

.85

.04

.10

.04

.05

.10

.05

 - 
.29
.34
.61
.05
.06
.01

11.15
7.68
8.86
16.40
1.06
1.28
.48

.46*

.65*

.76*

.14*

.20*

.28*

.00
.00*
.00*
.00*
.28
.20
.62

1.09
3.08
3.24
2.63
1.69
1.42

.765

.418

.397

.634

.721

.708

ตารางที ่4 แสดงการทดสอบภาวะ Multicollinearity โดยการใช VIF และ Tolerence และการทดสอบ Correlation 
(R) ระหวางตัวแปรอิสระ (X) และตัวแปรตาม (Y) 

 จากตารางที่ 4 อธิบายไดดังนี้ 
 [1] เปนการทดสอบภาวะ Multicolline-
arity ระหวางตัวแปรอิสระ (X) และตัวแปรอิสระ 
(X) โดยพบวา ตัวแปรอิสระ (X1 - X6) ไมมีปญหา
ภาวะ Multicollinearity ระหวางกัน โดยดูไดจาก
คา VIF ที่พบวาไมมีตัวแปรใด ≥ 10 และคา 
Tolerence ที่ไมเขาใกล 0
 [2] เปนการทดสอบความสมัพนัธระหวาง
ตัวแปรอิสระ (X) และตัวแปรตาม (Y) ทดสอบโดย

การใช Correlation (R) ซึ่งพบวา ตัวแปรอิสระ 
(X1 - X6) มีความสัมพันธกับตัวแปรตาม (Y : การ
มีสวนรวมทางการเมือง) อยางมีนัยสําคัญทางสถิติ 
เปนไปตามขอตกลงของการวิเคราะหการถดถอย
พหคุณูเชงิเสนตรง โดยคาระดบัความสมัพนัธทีเ่กดิ
ขึ้นจากคา Correlation Coefficient (r) มีเกณฑ
วัดระดับความสัมพันธ ดังนี้ (พงษศักดิ์ ซิมมอนดส. 
2557 : 245) 
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คาสัมประสิทธิ์สหสัมพันธ ระดับความสัมพันธ

 ( - ) 1.00 - ( - ) 0.70 สูง

 ( - ) 0.60 - ( - ) 0.40 ปานกลาง

 ( - ) 0.30 - ( - ) 0.10 ตํ่า

0.00 ไมมีความสัมพันธ

0.10 - 0.30 ตํ่า

0.40 - 0.60 ปานกลาง

0.70 - 1.00 สูง

ตารางที่ 5 แสดงระดับความสัมพันธของสัมประสิทธิ์สห
สัมพันธ (R) 

 ขั้นตอนที่  4 ทดสอบนัยสําคัญของ
สัมประสิทธิ์การถดถอย (ทดสอบสมมติฐาน) ดวย
สถิติ t โดยการใชคําสั่งในโปรแกรม SPSS ดังนี้ 
Analyze ➝ Regression ➝ Linear แลวเลือก
ตัวแปรตามไปไวในชอง Dependent และนํา
ตัวแปรอิสระไปไวในชอง Independent จากนั้น
คลิกที่ปุม Statistics เลือก Collinearity, Model 
fit, Correlations, R squared change 
และEstimates จากนั้น คลิก Continue กลับมาที่ 
หนาตาง Regression Linear คลิกที่ Option คลิก
ที่ Use Probability of F และกําหนด Entry = 
.05 จากนั้น คลิก Continue กลับมาที่ หนาตาง 
Regression Linear คลิกที่ OK จะไดผลลัพธ 
ดังตารางที่ 6 - 9

Variables Entered/Removedb

Model
Variables 
Entered

Variables 
Removed

Method

1 X1, X2, X3, 
X4,X5, X6a

 - Enter

a. All requested variables entered.
b. Dependent Variable : Y

ตารางที ่6 แสดง วธิกีารคดัเลือกตวัแปรอสิระเขาสมการ
วิเคราะหการถดถอย

 จากตารางที ่6 แสดงใหเหน็ถงึวิธกีารทีใ่ช
คัดเลือกตัวแปรอิสระเขาสมการวิเคราะหการ
ถดถอย โดยในครั้งนี้ ไดเลือกใชวิธีการคัดเลือก
ตวัแปรอสิระทัง้หมดเขาสมการในคร้ังเดยีว (Enter 
Method) เนื่องจากเปนวิธีท่ีงายตอการทําความ
เขาใจที่สุดสําหรับผูที่เริ่มตนใชการวิเคราะหการ
ถดถอยพหุคูณเชิงเสนตรง

Model Summary

Model R R Square
Std. Error

of the 
estimate

1 .830a .701 .85

a. Predictors : (Constant), X1, X2, X3, X4, X5, X6

ตารางที่ 7 แสดง Model Summary ของสมการที่จะ
ใชในการวิเคราะหการถดถอย

 จากตารางที่ 7 สามารถอธิบายได ดังนี้ 
 [1] คา R แสดงถึงความสัมพันธระหวาง
ตัวแปรอิสระทั้งหมด (X1 - X6) วามีความสัมพันธ
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กบัตวัแปรตามอยางไร โดยในตารางที ่6 นี ้สามารถ
แปลไดวา ตัวแปรอิสระทั้งหมด (X1 - X6) มีความ
สัมพันธกับตัวแปรตามในระดับสูง โดยมีความ
สัมพันธแบบแปรตามกัน (คา R มีคาเปน +) 

 [2] คา R Square หรือ R2 แสดงถึง
สัมประสิทธิ์ในการพยากรณของสมการนี้ หรือ
ประสิทธภิาพของการพยากรณโดยใชตวัแปรอสิระ
ทั้งหมดที่อยูในสมการ ซึ่งแปลไดวา หากใชตัวแปร
อิสระทั้งหมดนี้ (X1 - X6) จะสามารถอธิบายความ
ผันแปรของตัวแปรตามไดถูกตอง รอยละ 70.10

ANOVAb

Model Sum of 
Squares

df Mean 
Square

F Sig.

Regression
Residual

Total

587.987
39.246
627.229

4
10
14

146.997
3.924

37.458 .000a

a. Predictors : (Constant), X1, X2, X3, X4, X5, X6
b. Dependent Variable : Y

ตารางที ่8 แสดง ความสมัพนัธระหวางแปรอสิระทัง้หมด
กับตัวแปรตามที่จะใชในการวิเคราะหการถดถอย

 จากตารางที่ 8 จะเห็นไดวา คา F = 37.458 และมีนัยสําคัญทางสถิติเทากับ .00 (Sig. = .000) 
ซึ่งสามารถแปลไดวา มีตัวแปรอิสระ (X) อยางนอย 1 ตัวที่มีความสัมพันธกับ Y

Coefficient

ตัวแปร
อิสระ (X) 

B S.E. Beta t

Co
rr

el
at

io
n

P 
- V

al
ue

Multicollinearity

VIF
Toler-
ence

 (a) 
MAcc 

MRelat 
MPower 

SoEx 
SxRl 

SoSup 

9.55
.31
.91
.79
.06
.16
.02

.85

.04

.10

.04

.05

.10

.05

 - 
.29
.34
.61
.05
.06
.01

11.15
7.68
8.86
16.40
1.06
1.28
.48

.46*

.65*

.76*

.14*

.20*

.28*

.00
.00*

.00* .00*
.28
.20
.62

1.09
3.08
3.24
2.63
1.69
1.42

.765

.418

.397

.634

.721

.708

ตารางที่ 9 แสดงการวิเคราะหการถดถอยระหวางแปรอิสระทั้งหมดกับตัวแปรตาม

 จากตารางที่ 9 สามารถอธิบายได ดังนี้ 

 [1] P - Value หมายถึง นัยสาํคัญทางสถติิ
ของการวิเคราะหการถดถอย โดยหากมีคา ≤ 0.05 
(Sig ≤ 0.05) จะหมายถึงมีนัยสําคัญ ซึ่งสามารถ

แปลไดวา ตวัแปรอสิระตวันัน้มผีลหรอืมีอทิธพิลตอ
ตวัแปรตาม โดยหากพิจารณาจากตารางท่ี 9 จะพบ
วา มีตัวแปรอิสระจํานวน 3 ตัวที่มีนัยสําคัญทาง
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สถิติ (Sig = 0.00, 0.00, 0.00 ตามลําดับ) ซึ่ง
สามารถแปลไดวา ตวัแปร MAcc, ตวัแปร MRelat 
และตัวแปร MPower มีอิทธิพลตอตัวแปรตาม 
(การมีสวนรวมการเมืองฯ ) 
 [2] B หมายถึง สัมประสิทธ์ิการถดถอย
ของตัวแปรอิสระที่อธิบายการเปลี่ยนแปลงของ
ตัวแปรตามในรูปคะแนนดิบ โดย a หมายถึง คา
คงที่ของสัมประสิทธิ์การถดถอยของตัวแปรอิสระ 
ทั้งนี้จากตารางที่ 9 สามารถอธิบายไดวา ตัวแปร 
MAcc, ตัวแปร MRelat และตัวแปร MPower มี
อิทธิพลตอตัวแปรตาม (การมีสวนรวมการเมืองฯ ) 
โดยหากตัวแปร MAcc เปลี่ยนแปลงไป (เพิ่มขึ้น
หรือลดลง) 1 หนวย จะสงผลใหการมีสวนรวมการ
เมอืงฯ เปล่ียนแปลงในทศิทางเดียวกนั (ดูไดจากคา 
Correlation (R) 0.31 หนวย, หากตัวแปร MRelat 
เปล่ียนแปลงไป 1 หนวย จะสงผลใหการมสีวนรวม
การเมืองฯ เปล่ียนแปลงในทิศทางเดียวกัน 0.91 
หนวย และหากตัวแปร MPower เปลี่ยนแปลงไป 
(เพิ่มขึ้นหรือลดลง) 1 หนวย จะสงผลใหการมีสวน
รวมการเมืองฯ เปลี่ยนแปลงในทิศทางเดียวกัน 
0.79 หนวย โดยการเปลี่ยนแปลงของตัวแปรตาม
ทีเ่กดิจากอทิธพิลของตัวแปรตามน้ี เปนการถดถอย
ในรูปคะแนนดิบ ซึ่งสามารถเขียนสมการถดถอย
ของตัวแปรอิสระทั้งหมดในรูปคะแนนดิบได ดังนี้ 
สมการถดถอยในรปูคะแนนดิบ คือ Y = a +b1 (x1) 
+ b2 (x2) + b3 (x3) +….+b6 (x6) 
แทนคาในสูตร Y = 9.55 +.31X1+.91X2+ .79X3 
+ .06X4 + .16X5+.02X7 
เมื่อ Y = การมีสวนรวมทางการเมืองของสตรี
 [3] S.E. (Standard Error) หมายถึง คา
ความคลาดเคลือ่นของการประมาณคาพารามิเตอร 
ซ่ึงจะประกอบดวย คาความคลาดเคลือ่นของคาคงที่ 

และคาความคลาดเคลือ่นของตัวแปรอสิระแตละตวั
 [4] Beta หมายถึง สมัประสทิธิก์ารถดถอย
ของตัวแปรอิสระที่อธิบายการเปลี่ยนแปลงของ
ตัวแปรตามในรูปคะแนนมาตรฐาน ที่ผานการปรับ
แกจากคาความคลาดเคลื่อนของการประมาณคา
พารามเิตอร (Standard Error) ซึง่มลีกัษณะการใช
เชนเดียวกบั คา B เพยีงแตจะไมมกีารนาํคาคงที ่(a 
หรอื Constant) มาใชในสมการ เนือ่งจากผานการ
ปรับแกความคลาดเคลื่อนแลว ซ่ึงจากตารางท่ี 9 
สามารถอธิบายไดวา ตัวแปร MAcc, ตัวแปร 
MRelat และตวัแปร MPower มอีทิธพิลตอตวัแปร
ตาม (การมีสวนรวมการเมืองฯ ) โดยหากตัวแปร 
MAcc เปลีย่นแปลงไป (เพิม่ขึน้หรอืลดลง) 1 หนวย 
จะสงผลใหการมีสวนรวมการเมืองฯ เปลี่ยนแปลง
ในทิศทางเดียวกัน (ดูไดจากคา Correlation (R) 
0.29 หนวย, หากตัวแปร MRelat เปลี่ยนแปลงไป 
1 หนวย จะสงผลใหการมีสวนรวมการเมืองฯ 
เปลี่ยนแปลงในทิศทางเดียวกัน 0.34 หนวย และ
หากตวัแปร MPower เปลีย่นแปลงไป (เพิม่ขึน้หรอื
ลดลง) 1 หนวย จะสงผลใหการมีสวนรวมการ
เมอืงฯ เปลีย่นแปลงในทศิทางเดยีวกนั 0.61 หนวย 
โดยการเปลี่ยนแปลงของตัวแปรตามท่ีเกิดจาก
อิทธิพลของตัวแปรตามนี้ เปนการถดถอยในรูป
คะแนนมาตรฐาน ซึ่งสามารถเขียนสมการถดถอย
ของตัวแปรอิสระทั้งหมดในรูปคะแนนดิบได ดังนี้ 

สมการถดถอยในรูปคะแนนมาตรฐาน คือ Z = 
ß1Z1+ ß2Z2+ ß3Z3+……....+ ß6Z6
แทนคาในสูตร Z = .29Z1+ .34Z2 + .61Z3 + 
.05Z4 + .06Z5 + .01Z6 
เมื่อ Z = การมีสวนรวมทางการเมืองของสตรี
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 บทความวิชาการฉบับน้ีสําเร็จลงไดดวยความอนุเคราะหจากหลายทาน โดยเฉพาะอยางยิ่ง 
ทานรองศาสตราจารย ดร.ปยากร หวังมหาพร รองผูอาํนวยการหลกัสตูรรฐัประศาสนศาสตร มหาวทิยาลยั
ศรีปทุม และทานผูชวยศาสตราจารย ดร.วัชรินทร สุทธิศัย ประธานสาขาวิชารัฐประศาสนศาสตร (การ
จดัการภาครฐัและภาคเอกชน ทีไ่ดอนุเคราะหโอกาสและใหคาํปรกึษาแนวทางการเขียนเพือ่พฒันาศกัยภาพ
ทางวิชาการแกผูเขียนมาโดยตลอด

เอกสารอางอิง
กัลยา วานิชยบัญชา. (2542). การวิเคราะหตัวแปรหลายตัวดวย SPSS for Windows. พิมพครั้งที่ 2 กรุงเทพฯ : 

โรงพิมพจุฬาลงกรณมหาวิทยาลัย.

กัลยา วานิชยบัญชา. (2544). การวิเคราะหสถิติ : สถิติเพื่อการตัดสินใจ. พิมพครั้งที่ 5. กรุงเทพฯ : โรงพิมพ
จุฬาลงกรณมหาวิทยาลัย.

บุญชม ศรีสะอาด. (2547). วิธีการทางสถิติสําหรับการวิจัย เลม 1. พิมพครั้งที่ 4. กรุงเทพฯ : สุวีริยาสาสน.

พงษศักดิ์ ซิมมอนดส. (2557). การศึกษาปฏิสัมพันธระหวาง เพศ อายุ ระดับการศึกษา และประเภทความผิด
สงผลตอทัศนคติเก่ียวกับแนวคิดเศรษฐกิจพอเพียงของผูตองขังเรือนจําจังหวัดมหาสารคาม และ
แนวทางการปลกูฝงแนวคดิเศรษฐกจิพอเพียงใหแกผูตองขงัเรอืนจาํจงัหวัดมหาสารคาม. วิทยานพินธ 
รป.ม มหาสารคาม : มหาวิทยาลัยราชภัฏมหาสารคาม.

วาโร เพ็งสวัสดิ์. (2553). สถิติประยุกตสําหรับการวิจัยทางสังคมศาสตร. กรุงเทพฯ : สุวีริยาสาสน.

สมบตั ิทายเรอืคาํ. (2545). การวเิคราะหการถดถอยพห ุ(MRA) และการวเิคราะหเสนทาง (PA). วารสารการวดัผล
การศึกษา มหาวิทยาลัยมหาสารคาม.

สัญญา เคณาภูมิ. (2557). การสรางกรอบแนวคิดการวิจัยเชิงปริมาณทางรัฐประศาสนศาสตรจากการทบทวน
วรรณกรรม. วารสารมนุษยศาสตรและสังคมศาสตร, มหาวิทยาลัยราชภัฏอุดรธานี.

_________. (2555) หลักการและการเขียนงานวิจัยทางรัฐประศาสนศาตร. วิทยาลัยการเมืองและการปกครอง 
มหาวิทยาลัยราชภัฏมหาสารคาม.

Robert I. Kabacoff. (2008). Multiple (Linear) Regression. สืบคนเมื่อวันที่ 15 กันยายน 2558, จาก http://
statmathods.net/stats/regression.html.

Robert I. Kabacoff. (2008). Regression Diagnostics. สืบคนเมื่อวันที่ 16 กันยายน 2558, จาก http://
statmathods.net/stats/regression.html.


