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Abstract

From the past to the present time, humans have used songs for conveying
their emotions, thoughts, and sentiments. People used this popular communication
approach by selecting words, sentences or phrases related to their emotions and
transmitting them to receivers. It was discovered that websites and social media
have presented and exchanged a large number of songs and lyrics, but the song
retrieving through their sentimentality were impossible. For instance, if you
wanted to retrieve love songs and you used key words “lyrics + love,” the
computer search engines would render to you the entries with the words “songs +
love.” Actually, the searchers were expecting love emotion oriented songs. This
resulted in the failure to respond to the searcher needs. In addition, the lyrics
classification produced redundancy as love lyrics and lamenting lyrics used a large
number of similar words. This led to low accuracy of song classification.

This study proposed and presented the algorithm of feature redundancy
reduction for Thai lyrics classification, using TF*IDF feature reduction and predicting
the Cosine Similarity. Through the experiment, the results indicated that the feature
reduction achieved the highest accuracy of lyrics classification. Seventy percents
of the feature reduction produced 75% accuracy. Its processing time is 0.76

seconds, and the duration of processing time was decreased to 1.54 seconds. In
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addition, the feature reduction reduced processing time and increased the

classification accuracy.

adan: MInaguaNda maAeNeRdiansual Msduwnianasnimning
J‘l']‘]:k’]ﬂ'lﬁ@li%dﬁ’l%’am
Keywords: Feature Reduction, Sentiment Analysis, Thai Document Classification,

Computational Linguistic

UNU

nnafinautidagtin aysdlafinaldunmaslunsdenaaanaiiniinga
uazaTuN a9 g %avlﬁ%mmmﬁwashamn‘l,umﬂ%’é}amié’ﬂwmmﬁwaam&wﬁ
Tapfimsdenlddn Uszlue wiend Aflanuseandesivensuaifiazdianaalwun
a3l :nnsdTanu TuSulodussfodiavaoulariong g lédnmawauns
LLa:LLaﬂLﬂﬁﬂuﬁagaumwmﬁﬂmuumma LLazSLuﬂ'ﬁﬁuﬁmTagawmeﬁyfu faly
uTnfuAnludnsmEiansnal (Sentiment) VBILNIWAILG LTU WINABINNT
Fuanunwasidionsualsn (Love Song) Lﬁal’ﬁﬁﬁéwﬁzy “Uninas+sn’ 1asesdodnana
Auflt (Search engine) a:ﬁuﬁagaﬁﬁﬁﬁﬂ ‘YWY kazdin “Sn” lasuiasousn
sInINBVRIRAUAL fa uniwasifionsuaisn ﬁﬂﬁﬁﬁu"tﬁ%‘uﬁagaauamé’uﬁvlﬂ
mioq@ﬂi:aaﬁﬁuLao

i yrIdIinan? S9LAALWIAR LI IR TL UL SSIUUNLNINAI DY
Wiaurlatlgmmsduduunnandiensusl Tasszuufiwamnivezldnaseuiuunna
Aditomandunulng $1um 2 a1sunl @ 15ui3n war o1swaled asen
mennodunnyszimanawlnefouldiuuninagannninniman wnlid
1_|°nLwaovlmm‘hmumﬂ&y’aLwiaamuﬁaﬂmfgﬁu wazmE edanusnlunsdadn
iiasanmen nglifnsiussaswined Ssinsanaensinge uaznims ng
ﬁ’mﬂunm’r’?‘iﬁﬁﬂﬂwﬂam"ﬁmumnﬁﬂﬁmn@iamil,ﬂ%smL‘ﬁngﬂu,uu (Kunnu, &
Kaewrattanapat 2013) %ananni miﬁ‘hLLunﬂi:m‘nmmeﬁmmﬁ@qmﬁnwm:ﬁ
Frdawiiasnnunwastssanunnasin uasunwasaimslinfadoaaeiu

Volume 34 Issue 3 (July - September 2016) Journal of Information _



@
<

TuaauNIAAINaNg MaNasfauimnIuM IS uunUnInadng Jgsms urasausing

FIWIUNIN %oﬁﬂﬁmsrﬁnu,uﬂu"nLwaavlmﬂmumimim'luﬁﬁnﬁﬂizaﬂ‘ﬁmwﬁw 39
mu‘i%’m‘ﬁvlﬁﬁ']Lﬁumsﬁlﬂumﬂaua%umaumsa@qmauﬁ’?} (Feature reduction) 284
ﬁwwmﬁmwm"lmﬂﬁﬁﬂﬁ&l%’]eﬁauﬁ’ﬂmma:nq’uwauwmuﬁ’ui%mﬁﬂmm
ﬂﬁmﬂﬁufﬁwu (Cosine similarity) %aa:ﬁﬂﬁ’am‘hmuqmé’ﬂwmwaaﬁmaﬁ‘hmu
InaINa AadsEEnSnmsmuanuslunmsiuunuazaanihoanui lums
Safuadsdniiiomadingle
RN miﬂ'@um%u@laumsa@Qmawﬁﬁéﬁsﬁauéﬁﬁ%’umiﬁﬁLLuntu"nL‘waa

Tnosin ﬁmhﬂvﬁ”mﬁwu,uﬂnq'umLwaamummrﬁﬁmmmm%’amnﬁaéﬁu Uae
Lﬂumﬂﬁlugwaalumsﬁuﬁmaﬂmu%ammnﬂ@m:uué’aﬂdnmuﬁmﬂ'wu
miﬁﬂuﬁﬂu,tuwaaﬁﬂuu@ia:mwnﬁwawammaﬂﬁﬁass] (Self-learning)
uaﬂmﬂﬁmmiﬂ‘ﬁﬂs:qnmﬂumﬁ@mmaﬁwmﬁalm:umms] L% NIIULING
L@ﬂﬁ’liLLﬂZﬂ’]iﬁu%’lLﬂﬂﬁﬂiﬁLﬁﬂ?ﬁﬂdﬁUﬁ;ﬂ%ﬁﬁ%%@
Tanuszaea

1. Lﬁaﬁ@um%u@aumsacﬂqmauﬁa%ﬁauﬁm%‘umiﬁwLLunumwmvlmsJ

2. Lﬁaﬂsuﬁuﬂi:%ﬂ%mwmad"ﬁzu@]aumm@qmauﬁ’a%ﬂsﬁauﬁm%’u
MIUUALNINES Ing

nafianadnezlasy

1. ENITNTIUUNINDVBIUNINAI LA IR UTZRNT AN UazaadIwIn
PasdflFlumaSeufioy

2. LﬁummmmsnLLﬁi:UU%’ﬂiﬂﬂﬁuﬁﬂﬁmmmﬁuﬁuﬁwm‘ﬁammmﬂﬁ

NIINUNIBITINNITN

PNMIAN® LLa:ﬁ@uuW%umaumsa@qmawﬁ’aﬁm%’urmﬁ‘imunmme"lmU
;j‘i%’sl"l,@i”ﬁuﬂi’ﬁLaﬂmil,l,azmu‘i%'slﬁLﬁm"ﬂ”mLﬁaiﬁmmm%ﬁﬁzuumﬁhLLuﬂ
uniwasldegnadtszansaw lasSanansfifisadasdedeluil

_umﬂmﬂns' 7 34 ajufl 3 (NIngaw - gL 2559)



The Algorithm of Feature
Nutthapat Kaewrattanapat Redundancy Reduction for Thai Lyrics Classification
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4. n13Uszidlinma (Data evaluation)
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A15N 5 NMIaUszENTAwaae Confusion matrix
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True False
) True TP FN
3 0
g &
< False FP N
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OpAccuracy = (m) * 100

Taofi TP (True positives) Aa ﬁ‘hmumaamiﬂﬂaaaﬁﬁwmmgnﬁaomrﬁﬁ
A& T

TN (True negatives) fa i‘hmumaamsmaaoﬁﬁwumgnﬁaanirﬁﬁ
ARNEIINT WD

FN (False negatives) fia $nuanzasnmmasasfivnusfansdifieanasss
1Juase

FP (False positives) fia $nuIuzasmInanasfivnusiansdifieaass
1Jwina
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Iufunanminasainisenumiadszaninwanugneasuestaya (Ron Koha-
vi.,1995)
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