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บทคัดยnอ
 จากอดีตจนถงึป{จจุบนัมนษุยrไดoมกีารใชoบทเพลงในการถnายทอดความรูoสึกนกึคดิ
และอารมณrตnางๆ ซึ่งไดoรับความนิยมอยnางมากในการใชoสื่อสารลักษณะหนึ่งของมนุษยr 
โดยมีการเลือกใชoคํา ประโยค หรือวลี ที่มีความสอดคลoองกับอารมณrที่จะถnายทอดใหoแกn
ผูoรบัสาร จากการสํารวจพบวnาในเว็บไซตrและส่ือสงัคมออนไลนrตnางๆ ไดoมกีารเผยแพรnและ
แลกเปลี่ยนขoอมูลบทเพลงจํานวนมหาศาล และในการคoนคืนขoอมูลบทเพลงนั้น ยังไมn
สามารถคoนคืนในลักษณะเชิงอารมณr (Sentiment) ของบทเพลงไดo เชnน หากตoองการ
คoนคืนบทเพลงท่ีมีอารมณrรกั (Love Song) เมือ่ใชoคําสาํคัญ “บทเพลง+รกั” เครือ่งมอืจกัรกล
คoนคืน (Search Engine) จะคoนขoอมูลที่มีคําวnา “บทเพลง” และคําวnา “รัก” โดยแทoจริงแลoว
จุดมุnงหมายของผูoคoนคืน คือ บทเพลงท่ีมีอารมณrรัก ทําใหoผูoคoนไดoรับขoอมูลสนองกลับที่ไมn
ตรงจุดประสงคrน่ันเองนอกจากน้ีในการจําแนกประเภทบทเพลงมีการเกิดคุณลักษณะท่ี
ซํา้ซoอนเน่ืองจากบทเพลงประเภทบทเพลงรัก และบทเพลงเศรoามกีารใชoคาํทีค่ลoายคลึงกนั
จํานวนมาก ทําใหoเกิดความถูกตoองในการจําแนกตํ่า



ขั้นตอนการลดเทอมคุณสมบัติซํ้าซoอนสําหรับการจําแนกบทเพลงไทย

2 วารสารสารสนเทศศาสตรq ปeท่ี 34 ฉบับที่ 3 (กรกฎาคม - กันยายน 2559)

ณัฐภัทร แกoวรัตนภัทรr

 การวจิยัคร้ังนีไ้ดoทาํการศกึษาและนาํเสนอขัน้ตอนการลดเทอมคณุสมบัตซิํา้ซoอน
สําหรับการจําแนกบทเพลงไทย โดยใชoวิธีการลดความซํ้าซoอนดoวยการลําดับคnา TF*IDF 

และพยากรณrดoวยการวดัความคลoายคลงึโคไซนr โดยจากการทดลองทาํใหoทราบวnาการลด
คุณสมบัติ (Feature Reduction) ของบทเพลงทําใหoการพยากรณrประเภทของบทเพลงมี
ความถูกตoองสูงท่ีสุด คือ การลดคุณสมบัติลงจํานวนรoอยละ 70 มีความถูกตoองรoอยละ 75 

โดยใชoเวลาในการประมวลผล คือ 0.76 วินาที ซึ่งลดระยะเวลาในการประมวลผลลดลง 
1.54 วินาที ทําใหoเกิดประสิทธิภาพทั้งดoานความถูกตoองและดoานเวลาในการประมวลผล

Abstract
 From the past to the present time, humans have used songs for conveying 

their emotions, thoughts, and sentiments. People used this popular communication 

approach by selecting words, sentences or phrases related to their emotions and 

transmitting them to receivers.  It was discovered that websites and social media 

have presented and exchanged a large number of songs and lyrics, but the  song 

retrieving through their sentimentality were impossible.  For instance, if you 

wanted to retrieve love songs and you used key words “lyrics + love,” the 

computer search engines would render to you the entries with the words “songs + 

love.”  Actually, the searchers were expecting love emotion oriented songs. This 

resulted in the failure to respond to the searcher needs.  In addition, the lyrics 

classification produced redundancy as love lyrics and lamenting lyrics used a large 

number of similar words. This led to low accuracy of song classification. 

 This study proposed and presented the algorithm of feature redundancy 

reduction for Thai lyrics classification, using TF*IDF feature reduction and predicting 

the Cosine Similarity. Through the experiment, the results indicated that the feature 

reduction achieved the highest accuracy of lyrics classification.  Seventy percents 

of the feature reduction produced 75% accuracy. Its processing time is 0.76 

seconds, and the duration of processing time was decreased to 1.54 seconds. In 
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addition, the feature reduction reduced processing time and increased the 

classification accuracy.

คําสําคัญ: การลดคุณสมบัติ การวิเคราะหrเชิงอารมณr การจําแนกเอกสารภาษาไทย 

ภาษาศาสตรrเชิงคํานวณ
Keywords: Feature Reduction, Sentiment Analysis, Thai Document Classification, 

Computational Linguistic

บทนํา
 จากอดตีจนถงึป{จจบุนั มนุษยrไดoมกีารใชoบทเพลงในการถnายทอดความรูoสกึนกึคดิ
และอารมณrตnางๆ ซึ่งไดoรับความนิยมอยnางมากในการใชoสื่อสารลักษณะหนึ่งของมนุษยr 
โดยมีการเลือกใชoคํา ประโยค หรือวลี ที่มีความสอดคลoองกับอารมณrที่จะถnายทอดใหoแกn
ผูoรบัสารไดo จากการสาํรวจพบวnา ในเวบ็ไซตrและสือ่สงัคมออนไลนrตnางๆ ไดoมีการเผยแพรn
และแลกเปลี่ยนขoอมูลบทเพลงจํานวนมหาศาล และในการคoนคืนขoอมูลบทเพลงนั้น ยังไมn
สามารถคoนคืนในลักษณะเชิงอารมณr (Sentiment) ของบทเพลงไดo เชnน หากตoองการ
คoนคืนบทเพลงท่ีมีอารมณrรกั (Love Song) เมือ่ใชoคําสาํคัญ “บทเพลง+รกั” เครือ่งมอืจกัรกล
คoนคืน (Search engine) จะคoนขoอมูลที่มีคําวnา “บทเพลง” และคําวnา “รัก” โดยแทoจริงแลoว
จุดมุnงหมายของผูoคoนคืน คือ บทเพลงท่ีมีอารมณrรัก ทําใหoผูoคoนไดoรับขoอมูลสนองกลับที่ไมn
ตรงจุดประสงคrน่ันเอง
 จากป{ญหาดังกลnาว จึงเกิดแนวคิดในการพัฒนาระบบการจําแนกบทเพลงข้ึน 

เพือ่แกoไขป{ญหาการคoนคนืบทเพลงเชิงอารมณr โดยระบบท่ีพฒันาข้ึนจะใชoทดสอบกบับทเพลง
ที่มีเน้ือเพลงเป}นภาษาไทย จํานวน 2 อารมณr คือ อารมณrรัก และ อารมณrเศรoา เนื่องจาก
ภาษาไทยเป}นภาษาประจําชาติท่ีคนไทยนิยมใชoกันแพรnหลายมากกวnาภาษาอ่ืน ทําใหoมี
บทเพลงไทยจํานวนมากตั้งแตnอดีตจนถึงป{จจุบัน และภาษาไทยมีความยากในการตัดคํา 
เนื่องจากภาษาไทยไมnมีการเวoนวรรคระหวnางคํา ซ่ึงตnางจากภาษาอังกฤษ และภาษาไทย
ยงัเป}นภาษาท่ีมคีาํฟุiมเฟgอยจํานวนมากทําใหoยากตnอการเปรียบเทียบรูปแบบ (Kunnu, & 

Kaewrattanapat 2013) นอกจากนี้ การจําแนกประเภทบทเพลงมีการเกิดคุณลักษณะท่ี
ซํา้ซoอนเน่ืองจากบทเพลงประเภทบทเพลงรัก และบทเพลงเศรoามกีารใชoคาํทีค่ลoายคลึงกนั
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จํานวนมาก จึงทําใหoการจําแนกบทเพลงไทยตามอารมณrความรูoสึกมีประสิทธิภาพตํ่า ซึ่ง
งานวิจยัทีไ่ดoดาํเนินการน้ีเป}นการเสนอข้ันตอนการลดคณุสมบตั ิ(Feature reduction) ของ
คําจากเน้ือเพลงไทยที่มีความซํ้าซoอนกันในแตnละกลุnมผสมผสานกับวิธีการวัดความ
คลoายคลึงเชิงมุม (Cosine similarity)  ซึ่งจะทําใหoลดจํานวนคุณลักษณะของคําลงจํานวน
มากสnงผลใหoเกดิประสิทธภิาพทางดoานความเร็วในการจําแนกและลดหนnวยความจําในการ
จัดเก็บคลังคําเน้ือเพลงไทยไดo
 ดังนั้น การพัฒนาขั้นตอนการลดคุณสมบัติซํ้าซoอนสําหรับการจําแนกบทเพลง
ไทยนั้น จะชnวยใหoการจําแนกกลุnมบทเพลงตามอารมณrมีความรวดเร็วมากยิ่งขึ้น และ
เป}นการเพิ่มมุมมองในการคoนคืนเอกสารเชิงอารมณrโดยระบบดังกลnาวสามารถเพิ่มพูน
การเรียนรูoรูปแบบของคําในแตnละอารมณrเพลงของตนเองไดoเรื่อยๆ (Self-learning) 

นอกจากนี้สามารถใชoประยุกตrในการวัดความคลoายคลึงในระบบตnางๆ เชnน การแบnงกลุnม
เอกสารและการคoนหาเอกสารที่เก่ียวขoองกับท่ีผูoใชoกําหนด

วัตถุประสงคr
 1. เพือ่พฒันาข้ันตอนการลดคุณสมบัตซิํา้ซoอนสําหรับการจําแนกบทเพลงไทย
 2. เพื่อประเมินประสิทธิภาพของขั้นตอนการลดคุณสมบัติซํ้าซoอนสําหรับ
การจําแนกบทเพลงไทย

ผลที่คาดวnาจะไดoรับ
 1. สามารถจําแนกอารมณrของบทเพลงไดoอยnางมีประสิทธิภาพ และลดจํานวน
ของคําที่ใชoในการเปรียบเทียบ
 2. เพิม่ความสามารถแกnระบบจักรกลคoนคนืใหoสามารถคoนคนืขoอมูลเชิงอารมณrไดo

การทบทวนวรรณกรรม
 จากการศกึษาและพฒันาขัน้ตอนการลดคณุสมบติัสําหรบัการจาํแนกบทเพลงไทย
ผูoวิจัยไดoคoนควoาเอกสารและงานวิจัยที่เกี่ยวขoองเพ่ือใหoสามารถจัดทําระบบการจําแนก
บทเพลงไดoอยnางมีประสิทธิภาพ โดยมีเอกสารที่เกี่ยวขoองดังตnอไปนี้
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 1. การตัดคํา (Words segmentation)
  การตัดคําภาษาไทย (Thai words segmentation) ไดoรับการพัฒนาขึ้นมา
โดยใชoวธีิการตnางๆ ทีต่nางกัน เนือ่งจากการตัดคําเป}นกระบวนการพ้ืนฐานของการประมวลผล
ภาษาธรรมชาติ เชnน การวิเคราะหrเสียงพูด การตัดคําภาษาไทยเองก็เชnนกัน ไดoมี
ผูoคิดคoนวิธีท่ีจะแยกคําแตnละคําออกจากประโยคซ่ึงมีการเขียนติดกันไปอยnางตnอเน่ือง
ทั้งประโยค ในงานวิจัยน้ีจะกลnาวถึงการตัดคําโดยอาศัยอักขรวิธี เป}นหลักการพื้นฐาน
การประสมคํา
  1) การใชoกฎ (Rule Based segmentation)

   การตัดคําโดยการตรวจสอบกฎเกณฑrทางอักขรวิธีที่กําหนดลักษณะ
การประสมอกัษรลกัษณะการเวoนวรรค และการขึน้ยnอหนoา เพือ่ใชoเป}นเกณฑrในการกาํหนด
ขอบเขตของคํา วิธีการนี้จะมีขoอจํากัดในการทํางาน คือ ความถูกตoองของการตัดคําใน
ระดบัพยางคrสงูแตnความถกูตoองของการตดัคาํคnอนขoางตํา่ แตnขoอดีคอืมีความรวดเรว็ในการ
ทํางานและใชoทรัพยากรนoอย
  2) การใชoพจนานุกรม (Dictionary approach)

   การตัดคําโดยพจนานุกรมเป}นการตัดคําโดยใชoสายอักขระ (String) 

มาเปรียบเทยีบกบัคาํทีมี่อยูnในพจนานุกรม ซ่ึงวิธน้ีีจะตoองทาํการจดัเก็บคาํไวoในพจนานกุรม
วธินีีท้าํใหoไดoความถูกตoองในการตัดคาํสงูกวnาการใชoกฎแตnจะใชoเวลาในการทํางานมากกวnา
  3) การใชoคลังขoอความ (Corpus-based approach)

   การตดัคาํโดยใชoคลังขoอมลูเป}นการตดัคาํโดยนาํวธิกีารทางสถติเิขoามา
ใชoในการประมวลภาษา โดยใชoคลังขoอมูลทางภาษาเป}นฐานความรูoเก็บคnาความถ่ีที่ใชoใน
การตัดคํา ซ่ึงการตัดคําโดยใชoคลังขoอมูลแบnงออกเป}น 2 วิธี คือ การตัดคําโดยอาศัย
ความนnาจะเป}น และวิธีการตัดคําโดยอาศัยคุณลักษณะของคํา
  4) เทคนิควิธีการเทียบคําที่ยาวที่สุด (Longest word pattern matching)

   วิธีนี้จะทําการตรวจสอบสายอักขระ (String) ที่นําเขoามาจากซoาย
ไปขวา จากนั้นนําไปเปรียบเทียบกับคําที่มีอยูnในพจนานุกรม หากตรวจสอบพบวnา
พบพยางคrมากกวnา 1 พยางคrในพจนานุกรม จะทําการเลือกพยางคrที่ยาวที่สุดแลoวทํา
ตnอไปเร่ือยๆ จนจบสายอักขระ
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  ตวัอยnางคําวnา “ดวงดาว” การตัดคาํโดยวิธนีีจ้ะนําสายอักขระไปเปรียบเทียบ
กับคําท่ีมีอยูnในพจนานุกรมจะพบคําวnา ด, ดว และคําวnา ดวง สnวนคําวnา ดวงด ไมnพบอยูn
ในพจนานุกรม ดังน้ันจึงไดoคําวnา ดวง ซ่ึงเป}นคําที่ยาวที่สุดท่ีหาพบ สnวนที่เหลือคือ ดาว 
เม่ือนาํไปคoนในพจนานุกรมจะไดoวnา ด, ดา, ดาว ดงันัน้ จงึเลอืกคําวnา ดาว คาํทีไ่ดoจากการ
ตัดคําโดยวิธีการน้ีจึงเป}น “ดวงดาว” วิธีการน้ีใหoความถูกตoองหลังการตัดคําสูงกวnา
วิธีการอ่ืนโดยเฉพาะใชoรnวมกับวิธียoอนรอยกลับ
 2. การกําจัดคําฟุiมเฟgอย (Stop-word removal)
  เป}นการนําคําที่ไมnมีนัยสําคัญออกโดยท่ีไมnทําใหoความหมายของเอกสาร
เปล่ียนแปลง คําท่ีไมnมีนัยสําคัญในท่ีน้ีหมายถึงคําที่ใชoกันโดยท่ัวไปท่ีไมnมีความหมาย
สําคัญตnอเอกสาร เมื่อตัดออกจากเอกสารแลoวไมnทําใหoใจความของเอกสารเปล่ียนแปลง 
ตัวอยnางเชnน คําบุพบทเป}นคําที่ใชoเชื่อมคําหรือกลุnมคําใหoสัมพันธrกัน คําสันธานเป}นคําที่
ทําหนoาท่ีเชื่อมประโยคกับประโยค คําสรรพนามเป}นคําที่ใชoแทนคํานามที่กลnาวถึงมาแลoว
ในประโยค เป}นตoน คาํหยดุมกัเป}นคาํทีป่รากฏขึน้บnอยครัง้ในเอกสารและปรากฏในเอกสาร
เกือบทุกฉบับ จึงถือไดoวnาคําหยุดเป}นคุณลักษณะท่ีไมnเกี่ยวขoองหรือไมnมีประโยชนrในการ
คoนคืนหรือการจาํแนกหมวดหมูn ดงันัน้ การกําจัดคําหยดุจงึเป}นกระบวนการทีค่วรทํากnอน
การจัดทําดัชนี เพื่อกําจัดคุณลักษณะที่ไมnเป}นประโยชนrและลดขนาดของดัชนีลง ซึ่งจะ
ชnวยประหยดัท้ังพืน้ทีแ่ละเวลาในการประมวลผล ตวัอยnางคาํหยดุ เชnน “ที”่ “วnา” “และ” “จะ” 
“ไดo” “ของ” และ “ใหo” เป}นตoน
 3. แบบจําลองเวกเตอรrสเปชของเน้ือเพลงไทย
  เป}นการจัดรูปแบบของเอกสารหรือตัวแทนของเอกสาร (Document 

representation) เพื่อใหoงnายตnอการประมวลผล ซึ่งรูปแบบจะมีลักษณะของการแสดง
ความสัมพันธrระหวnางคําในเอกสารทั้งหมด ซึ่งคําที่ไดoนั้นตoองผnานกระบวนการทําใหoเป}น
บรรทัดฐานแลoว เชnน การตัดคําฟุiมเฟgอยออกไป รวมถึงการใหoนํ้าหนักกับคําเหลnานั้น 

บางครั้งเรียกตามรูปแบบของเอกสารที่ปรากฏวnาถุงของคํา (Bag of words) (Hiemstra, 

2000)

  เทคนิคการกําหนดคnาความสําคัญใหoกับคําในการแทนเอกสารเป}น
แบบจําลองเวคเตอรr (Vector-Space model) เชnน
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 1. คnาความถ่ีของเทอมคุณลักษณะ (Term frequency: TF) คือ จํานวนครั้งท่ี
เทอมคุณลักษณะเกิดขึ้นในทุกๆ เอกสาร ดังตารางที่ 1

ตารางที่ 1 แสดงตัวอยnางคnาความถี่ของเทอมคุณลักษณะ (TF) ของเอกสาร

เทอมคุณลักษณะที่ปรากฎ
จํานวนความถี่ของเทอมคุณลักษณะ

ท่ีปรากฎคําภายในเอกสารแตnละฉบับ (หนnวย: คํา) TF
เอกสารฉบับที่ 1 เอกสารฉบับที่ 2

รัก 300 400

ไมnรัก 150 200

ทoอ 30 110

คิดถึง 170 190

 2. คnาบรรทัดฐานความถ่ีของเทอมคุณลักษณะ (Normalized term frequency)

คํานวณตามสูตร ดังน้ี

 โดยที่  : คnา  ตัวที่  ของเทอมคุณลักษณะที่ปรากฎในเอกสาร,  : 

คnาผลรวมของคnา  ในเอกสาร, : คnาบรรทัดฐานความถี่ของเทอม
คุณลักษณะ

ตารางท่ี 2 แสดงตัวอยnางคnาบรรทัดฐานความถี่ของเทอมคุณลักษณะ

เทอมคุณลักษณะที่ปรากฎ
จํานวนความถี่ของเทอมคุณลักษณะ

เอกสารฉบับที่ 1 เอกสารฉบับที่ 2
TF Normalized TF TF Normalized TF

รัก 300 0.397 240 0.320

ไมnรัก 150 0.199 200 0.270

ทoอ 30 0.040 110 0.150

คิดถึง 270 0.357 190 0.260

พิศวาส 5 0.007 0 0

รวม 755 1 740 1
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 3) คnาความถ่ีผกผันของเอกสาร (Inverse document frequency: IDF) โดยท่ี
คnา IDF ทําใหoทราบวnาเทอมคุณลักษณะมีการปรากฎในเอกสารอยnางทั่วถึงหรือไมn เมื่อ
เทอมคุณลักษณะปรากฎในเอกสารทุกฉบับ คnา IDF จะมีคnาเทnากับ 1 และหากเทอม
คุณลักษณะปรากฎในเอกสารบางฉบับ คnา IDF จะมีคnามากขึ้นหnางจากคnา 1 เรื่อยๆ ใน
ทิศทางบวก ตามความเบาบางที่ปรากฎในเอกสาร (Aizawa, 2000) โดยคnาความถี่ผกผัน
ของเอกสารคํานวณตามสูตรดังนี้

 โดยที่  : เทอมคุณลักษณะหรือคํา,  : จํานวนเอกสารท้ังหมดในฐานขoอมูล,  

 : จํานวนเอกสารในฐานขoอมูลท่ีพบคํา 

ตารางท่ี 3 แสดงตัวอยnางคnาความถี่ผกผันของเอกสาร

เทอมคุณลักษณะที่ปรากฎ
คnาความถี่ผกผันของเอกสาร

ปรากฎใน
เอกสารฉบับที่ 1

ปรากฎในเอกสาร
ฉบับที่ 2 IDF

รัก Y Y 1

ไมnรัก Y Y 1

ทoอ Y Y 1

คิดถึง Y Y 1

พิศวาส Y N 1.301

Y: ปรากฎและ N: ไมnปรากฎ

 คnาผลคูณของคnาบรรทัดฐานความถ่ีของเทอมคุณลักษณะกับคnาความถ่ีผกผัน
ของเอกสาร (TF*IDF) เป}นเทคนิคการกําหนดคnาความสําคญัใหoกบัคาํในการแทนเอกสาร
เป}นแบบจําลองเวคเตอรr (Vector-space model) คือ คnาผลคูณระหวnาง TF (Term 

frequency) และ IDF (Inverse Document frequency) ซึ่งเป}นการเปรียบเทียบความถี่
ของคําในเอกสารกับความถ่ีของคําในเอกสารอ่ืน การปรากฏคํานั้นในสnวนตnางๆ ของ
เอกสาร (Aizawa, 2001) คํานวณตามสูตร ดังน้ี
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 โดยที่ D : เอกสาร, w : คํา,  F(w,D) : ความถี่ที่พบคํา w ในเอกสาร D, n
p
 : 

จํานวนเอกสารในฐานขoอมูลท่ีพบคํา w, N : จํานวนเอกสารทั้งหมดในฐานขoอมูล

ตารางที่ 4 แสดงตัวอยnางคnาผลคูณของคnาบรรทัดฐานความถ่ีของเทอมคุณลกัษณะกับ
คnาความถี่ผกผันของเอกสาร (TF*IDF)

เทอมคุณลักษณะ
ที่ปรากฎ

จํานวนความถี่ของเทอมคุณลักษณะ
เอกสารฉบับที่ 1 เอกสารฉบับที่ 2

TF Normalized 
TF

IDF TF*IDF TF Normalized 
TF

IDF TF*IDF

รัก 300 0.397 1 0.397 240 0.320 1 0.320
ไมnรัก 150 0.199 1 0.199 200 0.270 1 0.270
ทoอ 30 0.040 1 0.040 110 0.150 1 0.150
คิดถึง 270 0.357 1 0.357 190 0.260 1 0.260
พิศวาส 5 0.007 1.301 0.009 0 0 1.301 0

 4. การวัดความคลoายคลึงเชิงมุม (Cosine similarity method)
  การวัดความคลoายคลงึของเอกสารดoวยวธิกีารวดัความคลoายคลึงเชงิมมุนัน้
เป}นวธิกีารเปรยีบเทยีบความคลoายคลงึของเอกสารสองเอกสาร โดยแตnละเอกสารจะถกูแทน
ดoวยเวกเตอรrขนาดเอ็น (N-Dimensional Vector) ซึง่เก็บคnานํา้หนักแตnละคnาในเอกสารน้ัน 

การเปรียบเทียบความคลoายคลึงของเอกสารจะเปรียบเทียบโดยดูจากมุมโคไซนrของ
มมุระหวnาง 2 เวกเตอรrของเอกสาร หากเอกสารท้ังสองเอกสารคลoายคลงึกนัมาก เวกเตอรr
ของเอกสารท้ัง 2 จะทับกันเกือบสนิท มุมจึงมีคnานoอย คnาโคไซนrที่ไดoจะมีคnามาก (Kunnu, 

& Kaewrattanapat 2013)

วิธีการดําเนินการวิจัย
 ในการทดลองขัน้ตอนการลดเทอมคณุสมบตัซิํา้ซoอนสาํหรบัการจาํแนกบทเพลง
ไทยนั้น มีกระบวนการดังตnอไปนี้
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ณัฐภัทร แกoวรัตนภัทรr

 1. การเตรียมขoอมูล
  1) ขอบเขตดoานขoอมูลการฝfกสอน (Training set) ขoอมูลที่นํามาใชoใน
การเรยีนรูoเป}นบทเพลงไทยในรปูแบบไฟลrอเิลก็ทรอนกิสr (Plain text) ซึง่นาํมาจาํแนกออก
เป}นกลุnม ไดoแกn บทเพลงรักและบทเพลงเศรoา จํานวน 2,000 บทเพลงในแตnละประเภท 

และใชoนักภาษาศาสตรrในการจําแนกอารมณrของบทเพลง 
  2) ขอบเขตดoานการทดสอบ (Test set) ขoอมูลที่นํามาใชoในการทดสอบ
เป}นบทเพลงไทยในรูปแบบไฟลrอเิล็กทรอนิกสr ไดoแกn บทเพลงรักและบทเพลงเศรoา จาํนวน 

200 บทเพลงในแตnละประเภท และเลือกใชoวิธีการวัดคnาความถูกตoอง (Accuracy) เพื่อ
วัดประสิทธิภาพสําหรับการประเมินผลการจําแนกกลุnมขoอมูล โดยใชoตาราง Confusion 

matrix แสดงคnาขoอมูลของตัวชี้วัดเหลnาน้ีขึ้นอยูnกับจํานวนของขoอมูลที่สามารถพยากรณr
ถูกตoอง และพยากรณrไมnถูกตoองดoวย ซ่ึงวิธีการนี้จะทําการวัดไดoทั้งคnาความถูกตoอง และ
คnาความผิดพลาดของการจําแนกกลุnม
  3)  ฐานขoอมูลคําศัพทrที่มีลักษณะเป}นคําหยุด (Stop word database) 

ฐานขoอมูลคําศัพทrท่ีมีลักษณะเป}นคําหยุดประกอบไปดoวยคําหยุดในภาษาไทย จํานวน 

415 คํา ซึ่งคลังคําหยุดจะนํามาใชoกําจัดคําฟุiมเฟgอยที่เกิดขึ้นบnอยครั้ง โดยหากไมnมีการ
กําจัดคําเหลnาน้ี จะทําใหoเกิดการโนoมเอียงของผลการพยากรณrผิดพลาดไดoสูง
 2. การประมวลผลเบ้ืองตoน (Data preprocessing)
  ในการประมวลผลเบ้ืองตoนจะมีการตัดคําไทยดoวยพจนานุกรมไทยโดยใชo
เทคนิควิธีการเทียบคําท่ียาวที่สุด (Longest word pattern matching) จากนั้นจะเขoาสูn
ขัน้ตอนการกําจัดคาํหยุด (Stop word) ดoวยฐานขoอมูลคาํหยดุ และนบัความถ่ีของคาํศพัทr
ที่คงเหลืออยูnจากบทเพลง ดังรูปที่ 1
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รูปที่ 1 แสดงกระบวนการประมวลผลเบ้ืองตoน (Data Preprocessing)

รูปที่ 2 แสดงกระบวนการกําจัดคําซํ้าดoวยคnา TF*IDF

 จากน้ันจะเขoาสูnกระบวนการกําจัดคําซํ้าโดยใชoการคํานวนคnา TF*IDF และจัด
เรียงคnาที่ไดoจากคnามากไปหาคnานoอย (Descending) โดยจะกําจัดคําซํ้าที่มีคnา TF*IDF ตํ่า

 3. การพยากรณrการจําแนก (Data Classification)
  การเปรียบเทียบความคลoายคลึงของเอกสารจะเปรียบเทียบโดยดูจากมุม
โคไซนrของมุมระหวnาง 2 เวกเตอรrของเอกสาร หากเอกสารท้ังสองเอกสารคลoายคลึงกันมาก
เวกเตอรrของเอกสารทั้ง 2 จะทับกันเกือบสนิท มุมจึงมีคnานoอย คnาโคไซนrที่ไดoจะมีคnามาก 
(Haifeng, Zheng, Ahmad & HuiTian,  2014) โดยการวัดคnาความเหมือนของเอกสารซ่ึง
พิจารณาคnาโคไซนrจากสมการ
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ณัฐภัทร แกoวรัตนภัทรr

 โดยที่  คือ  เอกสารที่ตoองการวัดคnาความคลoายคลึง
 คือ  เอกสารเทียบเคียงความคลoายคลึง
  คือ  จํานวนเทอมของคําที่ปรากฎใน

    เอกสาร   และ 
  คือ คnา TF*IDF ของเทอมตัวที่  ที่

    ปรากฎในเอกสาร 
     คือ คnา TF*IDF ของเทอมตัวที่  ที่
    ปรากฎในเอกสาร 

รูปที่ 3 แสดงกระบวนการพยากรณrการจําแนก (Data classification)
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 4. การประเมินผล (Data evaluation)
  ในการทดสอบคร้ังนี ้เลอืกใชoวธิกีารวดัคnาความถกูตoอง (Accuracy) เพือ่วดั
ประสิทธิภาพมาตรฐานสําหรับการประเมินผลการจําแนกกลุnมขoอมูลท่ีใชoในการทดลอง
เปรียบเทียบ โดยคnาขoอมูลของตัวชี้วัดเหลnาน้ีขึ้นอยูnกับจํานวนของขoอมูลที่สามารถ
พยากรณrถูกตoอง และพยากรณrไมnถูกตoองดoวยตาราง Confusion matrix ซึ่งวิธีการนี้
จะทําการวัดไดoทั้งคnาความถูกตoอง และคnาความผิดพลาดของการจําแนกกลุnม

ตารางที่ 5  การวัดประสิทธิภาพดoวย Confusion matrix

CLASS
True

Predicted Class

False

Ac
tua

l 
Cla

ss True TP FN

False FP TN

 โดยสามารถคํานวณไดoจากสมการ

 = 

 โดยที่ TP (True positives) คือ จํานวนของการทดลองท่ีทํานายถูกตoองกรณีที่
คลาสจริงเป}นจริง
 TN (True negatives) คือ จํานวนของการทดลองที่ทํานายถูกตoองกรณีที่
คลาสจริงเป}นเท็จ
 FN (False negatives) คือ จํานวนของการทดลองท่ีทํานายผิดกรณีที่คลาสจริง
เป}นจริง
 FP (False positives) คือ จํานวนของการทดลองท่ีทํานายผิดกรณีที่คลาสจริง
เป}นเท็จ
 นอกจากนี้ผูoวิจัยไดoใชoวิธีการประเมินประสิทธิภาพความแมnนยําจากการพิสูจนr
แบบไขวo 10 รอบ (10 Fold cross validation) ในการเปรยีบเทยีบผลการทดลองเพือ่ยนืยนั



ขั้นตอนการลดเทอมคุณสมบัติซํ้าซoอนสําหรับการจําแนกบทเพลงไทย

14 วารสารสารสนเทศศาสตรq ปeท่ี 34 ฉบับที่ 3 (กรกฎาคม - กันยายน 2559)

ณัฐภัทร แกoวรัตนภัทรr

ประสิทธภิาพความแมnนยาํของผลการทดลองดoวย ซ่ึงการพิสูจนrแบบไขวoเป}นทีน่ยิมในการ
ยืนยันผลการทดลองทางดoานการวัดประสิทธิภาพความถูกตoองของขoอมูล (Ron Koha-

vi.,1995)

ผลการวิจัย
 การวจิยัคร้ังนีไ้ดoทาํการศกึษาและนาํเสนอขัน้ตอนการลดเทอมคณุสมบัตซิํา้ซoอน
สําหรับการจําแนกบทเพลงไทย โดยใชoวิธีการลดความซํ้าซoอนดoวยการลําดับคnา TF*IDF 

และพยากรณrดoวยการวัดความคลoายคลึงโคไซนrซ่ึงผลการทดลองจํานวน 20 ครั้ง 
ปรากฎใน รูปที่ 4 และ ตารางที่ 6 

รูปท่ี 4  แสดงการเปรยีบเทยีบผลการทดลองการลดความซํา้ซoอนของคณุลกัษณบทเพลงไทย
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ขั้นตอนการลดเทอมคุณสมบัติซํ้าซoอนสําหรับการจําแนกบทเพลงไทย

16 วารสารสารสนเทศศาสตรq ปeท่ี 34 ฉบับที่ 3 (กรกฎาคม - กันยายน 2559)

ณัฐภัทร แกoวรัตนภัทรr

รูปท่ี 5  แสดงการเปรียบเทียบผลการทดลองการระหวnางคnาความแมnนยําท่ีไดoจากขoอมลู
ทดสอบกับคnาเฉล่ียความแมnนยําจากการพิสูจนrแบบไขวo 10 รอบ
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ขั้นตอนการลดเทอมคุณสมบัติซํ้าซoอนสําหรับการจําแนกบทเพลงไทย

18 วารสารสารสนเทศศาสตรq ปeท่ี 34 ฉบับที่ 3 (กรกฎาคม - กันยายน 2559)

ณัฐภัทร แกoวรัตนภัทรr

 จากตารางท่ี 6 แสดงใหoเห็นวnาในลําดับการทดลองท่ี 1 ถึงการทดลองท่ี 20 เมื่อ
จําแนกบทเพลงไทยดoวยการวัดความคลoายคลึงโคไซนrโดยไมnมีการลดความซํ้าซoอนของ
คุณลักษณะ ใหoผลประสิทธิภาพดoานความถูกตoองในการจําแนกรoอยละ 57 โดยใชoเวลาใน
การประมวลผล 2.30 วินาที และในการทดลองท่ี 14 เมื่อจําแนกบทเพลงไทยดoวยการวัด
ความคลoายคลึงโคไซนrโดยมีการลดความซ้ําซoอนของคุณลักษณะลงรoอยละ 70 พบวnา
ประสิทธภิาพในการจําแนกบทเพลงไทยมีความถูกตoองรoอยละ 75.092 โดยใชoเวลาในการ
ประมวลผล 0.76 วินาที ซึง่ใหoประสทิธภิาพดoานความถกูตoองในการจาํแนกสงูทีส่ดุในรอบ
การทดลองท้ัง 20 รอบ นอกจากน้ีเม่ือผูoวจิยัไดoประเมินประสิทธิภาพความแมnนยาํจากการ
พิสูจนrแบบไขวo 10 รอบ พบวnา การกระจายตัวของรoอยละดoานความแมnนยําทั้ง 10 รอบ
มีการกระจายตัวท่ีเป}นไปในทิศทางเดียวกับผลการทดลองที่ไดoจากขoอมูลทดสอบโดย
ผลการทดลองแสดงในรูปที่ 5 และ ตารางผลการทดลองที่ 7

สรุปผล
 การวจิยัคร้ังนีไ้ดoทาํการศกึษาและนาํเสนอ ขัน้ตอนการลดเทอมคณุสมบตัซิํา้ซoอน
สําหรับการจําแนกบทเพลงไทย ซึ่งใชoแนวทางการลดคุณสมบัติ (Feature Reduction) 

ของบทเพลงทีมี่ความซํา้ซoอนกนัดoวยคnา min (TF*IDF) จากนัน้จะพจิารณาความคลoายคลงึ
ของบทเพลงเพื่อสรoางโมเดลที่มีประสิทธิภาพสําหรับการจําแนกบทเพลง โดยใชoวิธีการ
เปรียบเทียบความคลoายคลึงโคไซนr (Cosine similarity) ระหวnางเวกเตอรrเสปซของสอง
เอกสารโดยจากการทดลองทําใหoทราบวnาการลดคุณสมบติัของบทเพลงทําใหoการพยากรณr
ประเภทของบทเพลงมีความถูกตoองสูงท่ีสุด คือ การลดคุณสมบัติลงจํานวนรoอยละ 70 มี
ความถูกตoองรoอยละ 75.092 โดยใชoเวลาในการประมวลผล คือ 0.76 วินาที ซึ่งลดระยะ
เวลาในการประมวลผลลดลง 1.54 วนิาท ีทาํใหoเกดิประสทิธิภาพทัง้ดoานความถกูตoองและ
ดoานเวลาในการประมวลผล และเมือ่จาํลองการพยากรณrเพ่ือพสิจูนrประสทิธภิาพความแมnนยํา
โดยใชoการพิสูจนrแบบไขวo 10 รอบ ผลท่ีไดoมีทิศทางในการพยากรณrเป}นไปในทิศทาง
เดียวกนั ซึง่ผลทีไ่ดoจากการวิจัยนีส้ามารถนําไปประยุกตrใชoกบัการจําแนกเอกสารออนไลนr
ไดo เชnน การวเิคราะหrเชงิอารมณr (Sentiment analysis) การคoนคนืเชงิอารมณr (Sentiment 

retrieval) หรือระบบการแนะนํา (Recommended system) เป}นตoน
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ขoอเสนอแนะ
ในการพฒันาขัน้ตอนสาํหรับการจาํแนกเชงิอารมณrใหoมคีวามชาญฉลาดมากยิง่ข้ึน 

ควรมีการใชoเทคนิคการวิเคราะหrลําดับหนoาที่ของคํา (Part of speech: POS) เพื่อความ
แมnนยํามากยิ่งขึ้น โดยอาจจะใชoหลักการของคอนดิชันนอลแรนดอมฟdลดr (Conditional 

Random field: CRF) ในการเรียนรูoรูปประโยคของแตnละอารมณrความรูoสึก แตnทั้งนี้ 
การเพิ่มขั้นตอนดังกลnาวเขoามาอาจทําใหoเวลาที่ใชoในการประมวลผลมีมากข้ึนเชnนกัน ดังน้ัน 

จึงจําเป}นตoองหาแนวทางในการลดความซ้ําซoอนของคุณลักษณะท่ีไมnกระทบตnอการ
เรียนรูoของคอนดิชันนอลแรนดอมฟdลดr ซ่ึงจะทําใหoเกิดประสิทธิภาพทั้งดoานความถูกตoอง
และประหยัดเวลาในการประมวลผลขoอมลู นอกจากน้ี ควรเพิม่การศกึษาเกีย่วกบัการแยก
สnวนประกอบของเน้ือเพลงเพ่ือวิเคราะหrถงึความสมัพันธrของแตnละสnวน โดยอาจใหoคnานํา้หนกั
ของแตnละสnวนแตกตnางกันตามธรรมชาติของบทเพลง เนื่องจากสnวนตnางๆ เชnน ทnอนฮุค 

มกีารซํา้ของเน้ือบทเพลงมากกวnาสnวนเพลงอ่ืน เป}นตoน ซึง่อาจสnงผลตnอการจาํแนกอารมณr
ของบทเพลงไดo 
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