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Abstract

This study aims to design method for automatic keyphrases extraction of
academic paper using n-gram and machine learning approaches including Neural
Network and Naive Bayes and to test the performance of the keyphrases extraction
model. Experimental data was Thai academic papers. This method consists of two
maijor steps; first to extracting the keyphrase candidates with were 1 to 3-gram and
more than two frequencies. Second, train the model by using information including
the phrase frequency, phrase position, inverse document frequency, and phrase
length. The results showed that n-gram with Neural Network can extract keyphrases
more than n-gram with Naive Bayes effectively. Furthermore, the data testing was
highly accurate (97.31%). Evaluation results show that this proposed method was
highly effective for automatic keyphrases extraction of academic paper and being
useful for information retrieval.
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. e . TP + FP
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, 5 TP+ w
AININNINABDY (Accuracy) SEN+TN+FP
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