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Abstract

This paper is to predicting stock return of equity securities in the Stock Exchange of
Thailand by using machine learning with various factors including COVID-19 data. By predicting
returns in 1-day, 1-month and 3-month returns and using 3 different machine learning
algorithms are Artificial neural network (ANN) , Long Short-Term Memory (LSTM) and Random
Forest (RF) to prove which algorithm can forecast a stock's return with the most accurate
forecast. The results of the study demonstrated the ability to forecast stock returns using
company data such as financial statements, financial ratio data, technical indicators,
macroeconomic data. Macroeconomics data, Exchange rate, Stock Index, Gold index and
Historical Data. By using machine learning, the result is able to predict the returns of stocks as
accurately as possible in order to determine the right investment strategy. This research has
been shown that predicting stock returns in the short-term using Machine Learning is not
suitable for forecasting. But when forecasting stock returns over the long term, the Random

Forest model can be used to make the most accurate predictions.
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%qwﬁl,l,am'maﬁﬂﬁlﬁﬂ’a%’aﬂ (Theories and Literature Review)
1. nuj) (Theories)
Universal Approximation Theorem (Baker & Patil, 1998) 303 UAUYBING BHIAINNTH
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fuuniuiteffuililunsinafenduilefunuy Linear Wosmnmsdualiiasiiisulsioy
Tnnsasihminsssunitelilanadng uwilumnundusseldlddualeifuiidu Lnear widfifleddu
Non-Linear fifudauniniiaiunsatundiuialaglassiigusiamiiiouls damgud Universal
Approximation 1 uasldiuinainnisilaseieusiamiiendl Activation function it egaeli
Tseneusiamiisrauisaussanailesiduiiidu Non-linear ¢ wasiinannuatouuulfidenld
119 Network fifiannniudeuuundausiled deldfidesiale 9 (Nilson, 2019)

2. uAnuluafn (Empirical Studies)

AUANBIA BT URIUTIA0IN1I NN HANDUWNUTDINE NN NE A8 3501519 58U
rowinmesiSauildtenues (Machine Learning) finisfnwiegraunsvanslunanenaavdnninei
a1y 1wu Tusaiandnningdulie Patel, Shah, Thakkar, and Kotecha (2015) lavinniswennsal
yaAlusuiAnvasAvilnanuaesiy Lol CNX Nifty uag S&P Bombay Stock Exchange (BSE) lag
unanuiiaueisnslissuuneufiumesiFouslddienuios (Machine Leaming) iitaiu3suiiiey
Us£ANS A INALLN UE1U09N1INENTAI T LUUT UmBULA B7 Artificial Neural Network (ANN),
Random Forest (RF) wag Support Vector Regression (SVR) san1s@nuinuinluinaiisanfuudale
Aukugniianfe SVR-ANN uazsadwsidefinsaanisaidromiisiuiutumnndy dpanu
Aawanfazifindudne (Basak, Kar, Saha, Khaider, & Dey, 2019; Kim, 2003)

Jiemwirtyakul et al. (2019) n1sUtausn1sAIAn sl Hanauwnulunsiaisnulunain
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e ardlenmanisamuszezdu Taonquiildlunisdanesalnale Ao nsdonasmuiigauudy
Efficient Frontier uasidentuiind miunisasulagld Maximum Sharpe Ratio illinaneuunu
voswosnlndledeniunisenudssgeiian dauandifuisnsaanisalnaneuumunsansyuis
ANULNUE191nA151E Machine Learning lagldenivalianuuinasslaseineusyaniiisny (Neural
Network) sanunsntnaildliuszgndlivszneunisdadulalunisfunesalnalelvtuinamu
anrtuvderinaaudunld

Han (2019) lavinnsiSeuiisuadnuuduglun1svinunenanauunusasiu (NASDAQ)
3¥111998n0371 Random Forest (RF) iU Long Short-Term Memory(LSTM) Fanaildanmsised
Ardanasiy LSTM Winalunisnensalinanauunuvesnsiansmulaanii deulaiinis3idelaenis
nsifiudsgansnmwesalialedenisiungnaneuunuvesnsnasulaegld Deep Leaming wag
Machine Learning 33lé@insuindanesfiusag o u15ud1funisvi Mean-Variance (MV) model
Falinadn MIvhuIgNaRe ULYILYBINTIENTUIINANe3TiN Random Forest (RF) Tagld MSE, MAE
wazHit Rate Wufinanuwiugivesnswensal ldwiudiiian wazdinsimwanisneinsalannns
T48anea3iu Random Forest (RF) agsinln1susunesalnalefiuszdnsamanniianainussm
Sanesfiustovua iesnnidleldsruduudarilildnaneuunusanainnisasmu (Total Return)

1nnINslddanesiuduiauue (Ma, Han, & Wang, 2021)
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80U (Unsupervised Learning) unislvissuuneuiiamesiseus

A3 MUNToYA 3%55'1@13151,%\‘1%’@31@15’11,%’7 (Input) nusEULABLAAMBSaLINNST LN

ﬁuaua (Clustering) Immﬁm%uumﬂmwﬂuiﬂqummﬂiw UD 8 (Analysis)
ﬂﬂuﬁﬁ’aﬁﬂzlﬁaﬂw Random Forest (RF), Artificial neural network(ANN) taglLong Short-

Term Memory (LSTM) Tu N13AANTTAINARDUWIUYBIATIAN T ULARLF?
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LUUD1a89 Random Forest (RF) 1 ulutaa Classification 7 4 n1sWauiuiang ulel

Y] [

n1sendula (Decision Tree) wag Random Forest uaﬂmﬂ‘ﬁ U901 Regression NIDNTYIUNY
nadnsludeinauldsndae deindnnisfoninouilumadfidmnemisutunaisg ads
(Mane Instance) Uutayagaiisaiu lnsudaassweaniniouindendiuvostoyaiiiouyll
WilaUAU LagAIUIUNG prediction A18n15 Vote Output ﬁgmﬁaﬂim Decision Tree 310740
(56l Classification) %13 8%1A1 Mean 910 Output U93lA@ag Decision Tree (NTal Regression)

a v

Wuanadedn Input Wrlvuuuiiaglvna output iWunuule (Breiman, 2001) Tuauddeildvun

g a

3117UN158574 Decision Tree lagnmuad1uiu Ao 305 fu Lileduileg1ataya lnen1squdaya

14 U

0813 (Bootstrapping wionsadredulivane q fulailieniy) 91n Date set ﬁLfJ‘lJ‘UEJJ‘JJaG]’JLLUS(;]Ju
(Input data) Trlédeyasensn 305 ganudruuygndeyavesiudsimunilsimioutu s
Decision Tree T Random Forest Inefidas Minimize Anwea Cost Function Wijesf an (Regression - MSE)
(Loh, 2011)

TasedngUszamiion (Artificial Neural Network, “ANN”) tJussuupaufiamasisousle
feautesinelddeya (Machine Learning) 1 unuiAnd s91a0su19n3duuunisUszudana
yosamayEd Fauuusiaeaiidudunintoudoyadinusiu (nput Node) wiodadesng 1 fifnase
HARBULVILYDIATIANTYUUARZAD WasNaansiLUsn (Output Node) Flanamounny 1 3u 1 oy
uay 3 euvessasiiemgunuvaadunuudassildlunisweinsalvdemeansainanauuny
deteusuusdulmi 9 Whluuuusraesfazannsamansaisudsauldlngidesias il
Tnefnanilsdtudiouiiourassturmennsal vieflsdiduinnrunainiadeu (Cost Function)

LUUR 1889 Long Short-Term Memory (LSTM) Long short-term memory (LSTM)
Hulpssreussian RNN Fasngiunldauiudoyaifdnvazidud i (Sequence) niatoyadiil
Anusialles 1y doyasynsunan (Time Series) Yoyatdos doyausziandonin doganinuas
Iaviay 1Judu (Srivastava, Koutnik, Steunebrink, & Schmidhuber, 2017) F3LSTM Qﬂﬁwmﬁﬁum
Tifimnuadosuaziiussaviamainiu Tnefivdnmavianuie awnsofu ‘aniug’ viedeyaosus
aglvuneliiilennandoundulugazldnuisinvesteyafnaninduduiesls uazqaisu
yosuuuians LSTM Aefladdufivawiiiimifiaiouuszy (Gate) inosmuauteyaiiozidrluusiaz
Tnund aUsznousae Forget gate layer, Input gate layer kag Output gate layer(Jozefowicz,
Zaremba, & Sutskever, 2015)
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Fian: http://colah.github.io/posts/2015-08-Understanding-LSTMs/
52108U25798 (Research Methodology)
Hoyauaziuusitldlunuise

vountoyaililunsinuil Andenandeyannundsionivsznoude anasuiidy
29AUTENDUVBIAYHU SET100 91nna1anannsSnaunsuseinelng (Stock Exchange of Thailand)
f L ABUNNTIAN 2009 13U 61 U Tu SET100 Tugael 2009 - 2021 sniunquanaIunssunay
517A"T (Banking Sector) @ afifayatiadouarinssadrasunsduiiuandsaingsialungud 9
uay fuusdurionn 34 fuus lneutsngandu 9 Ussan Usznoudae deyansiansyulunain
sunsiiu deyaiasugaransuvaia deyanisdorieiunianaie Snaraunan1siu e
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3. YSunuudiassauatunaunisoontuuliuizay wiu inudulassinsussamiiioy,
U3U Activation Functionlisnzauiudeya, Winduulvualuusay Layer vadlasaiigusezam
Jien \udu wagiautusreutsduiuluvianun 127 seulaenisvdutwdayaludimiinsevas 20 fu
Fagspalassasreanslideya 480 duanineunmitdlunisiiuvudtasuisusuaziinisvaasy
WUUANADY

4. YNHANITNYINTAUN b MUNAADUAINUBL UE1VDILF AUV 1889 bagld RMSE, MAE
war MSE lun1swTeuiiiguiuimwuudiassladainiuuiugiganaauazianaiu Benchmark
FIAUININANRAYVDINAND UL UNDURLN(NITE8EEU 5 U wazszaze 20 Ju(tunu Day-trade)

= = & v 1 1 U A =

wazlUSeulfisunswensalnigIngenswensalla (194, 1 1heu wag 3 1how)

5. Han15298 (Empirical Results)

NuIeldnauenisaIanIsalianauwnunsamulagld Machine Learning 3 §anasiy
(ANN, RF uagLSTM) Mi3gusndeyaiazladeninanssnufasna1nina1sny nuindunisii
HanauuNUnIansaliananAAuRanataialUIsuisuILUUTIaedlaliA1AuRANA AT DY

A =

A A a o A
Wq@ﬁﬁ@ﬂﬂ@mﬂjﬁlmLLﬂJUEJ"IlI']ﬂ‘Vlaﬂ

q

lngraannsIdenuitlunisneinsalwuunedulunnuuuitassiulinafudugidesndn

(%
[y

ANRAYVDINANDUBNUYIIANNDUNTUNITLOLAY 5 TULATTEEZE17 20 TUANUAINU LA8LUUINADY
ANN @1 RMSE 91 2.57% @qu1nninanadeseazdau 0.17%, 11nninaeasseezes 0.15%, 11nnin
LUUTIABY RF 0.07% LAUosnIUUI1809 LSTM 0.23% wazi@n Hitrate 1 54.14% @9111171

ANLRAYTTEYEY 4.54%, UNNNIIANRALTLELE1? 4.049%, UINNIWLUUDNEY RF 0.93% WataenIN
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LUUS1299 LSTM 1.3% Wwuus1a99 LSTM £1A1 RMSE 71 2.8% @ 9u1nninAtedssvesdu 0.4%,
WNNIANaaYsEETe 0.38%, 1NNNTILUUSIaes ANN 0.23% Lagninwuusiass RF 0.3% wavile
Hitrate 71 55.44% @ 4u1AN71AR8 BSvEE A 5.84%, U1NNIIALAA BTYEYETT 5.34%, U1NNT
LUUS1aas ANN 1.3% LazannnILuUsIans RF 2.23% wuusias RF Sl RMSE 71 2.5% Sinnin
Aadssravdy 0.1 %, 11NNINANRABTYEE12 0.08 %, TesnIwUUsIand ANN 0.07% waziios
LUUS1a0e LSTM 0.3% wailen Hitrate 71 53.21% @snnniiAiadsseeya 3.61%, 1NNI1ALaAY
S3Yr81 3.11%, UasnIuUUaIand ANN 0.93% Lagiinniuuudnass LSTM 2.23%
Aswensalwuusiesiewlinasad Tnsuuusians ANN A1 RMSE i 7.07% @ atfeenin
Andsyezay 7.16%, UpuninAladeszezea 6.95%, Hesniuusiand LSTM 0.18% wiuinnin
LUUSNE84 RF 0.7% uazilen Hitrate 7 78.43% feannnindadessoya 28.58%, 1MnnIALaaeY
5888817 27.59%, U1NNTILUUTIa09 LSTM 0.16% Wateani1uuudnaed RF 1.99% Luudnasd
LSTM 1A RMSE 71 7.25% @ sifeeninAadoszesdu 6.98%, HouninA1ladosseven 6.77%,
1NNIMUUTIA09 ANN 0.18% LaznIhuus1aes RF 0.88% wazilan Hitrate 71 78.27% Tau1nnan
Aaaysyuya 28.02%, 1NNNINALRABTTEZEN 27.43%, TesnILuUs1a8e ANN 0.16% uaziios
NIWUUS1a049 RF 2.15% WUUs1aes RF i1 RMSE 71 6.37% @etfauninAiadeszusduy 7.86 %,
YouninAnaisssuze1n 7.65 %, Houniwuusiand ANN 0.7% wastiosuuusiass LSTM 0.88%
LazfiAn Hitrate 71 80.42% @aunnninAadeszesdy 30.57%, UINNIIANRAYTE U1 29.58%,
1INNTILUUTI889 ANN 1.99% WazinnnuuudIass LSTM 2.15%
Msnensaluuuselesunaldnadsi Insuuusians ANN fiA1 RMSE 4 7.85% @etaenin
Aaduszuzdu 18.81%, YouniiAadssrezein 18.95%, fesniuuusiass LSTM 0.06%
LFUINATILUUT 1809 RF 0.78% Wazilen Hitrate 71 87.85% @411nnInAad gsvaedy 36.22%,
INNIARAETEYE 36.42%, WINNTILUUSIADY LSTM 0.10% witiesniiuuusiass RF 1.11%
LUUs1ans LSTM fAn RMSE 7 7.91% @stfeuninaiadessezdu 18.75%, deuninaiadessezenn
18.89%, 11nNI1LUUSIa83 ANN 0.06% wazniuusIass RF 0.84% wazian Hitrate 71 87.75%
FannninAadsszesduy 36.12%, UNNAINANRALTZELET 36.32%, o8N IMUUTIa0d ANN 0.1%
LartoeniuuUsIae RF 1.21% Luusiasd RF 161 RMSE 71 7.07% @atfeuninaAiadussusdu
19.59 %, HounI1ANRAYTEEEE11 19.73 %, 1ounIMUUT1a09 ANN 0.78% Azt oshuusiany

LSTM 0.84% wazilAn Hitrate 91 88.96% FIU1NNINANRAYTEELEAY 37.33%, UINNINARRYTLELED

37.53%, 1INNIWVUTI889 ANN 1.11% wazuinniuudiass LSTM 1.21%
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WUUTIABIIANTISNEINT AT WU UEININANLREA SVDINANDULNUYIIANNDUNUINITLEZFU 5 TULay

caa

szaze17 20 Ju wedwduglduinnidunndn ey TudiueInisne1n1saiidv19e179u Ao
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= ' ° A ) & ° =
INYLMBU LLa%ﬁ']EJlWill']aW‘U'ﬂ']LL‘U'U‘U’]a@QVIlIﬂ'J']QJLLiJu’EJ']Vlaﬂﬂﬂ@LLUUGU']aEN Random Forest #43A1

q

' [%
= v A

anuAanaaiifgaenefieulazelnsng wazwiudnitlumsmnensaifiamavesnaneuiny
YR UIHARBULMURLRLT U, a9as 1NNTLUUSIa0sd Y MM Inensalnatuly
pemdnnnduadlnenuuneiuii 3 wwusiasseaerhivinzaurienainannisdnidensauds
drudilidaadenaneuunuvesiuivililunismensaiseTuldlid uslumsndufumnidunis
wensalluszereni(sedeu Melasing) wuudiaes RF wangauiunisnensalnsamulusain
nannsnglneninuudians ANN kaslSTM wazuinaulalunisnansalianISUaINanauLNUYes
Hutanfistwdeanasiulumameinsainsarmulunaiandnninguosineis 3 wuu Ao wuu
ey, Mewiou uarselasing uuudaesis 3 fanumuzautunsiueianstuamesiuly
panavidnnindvetive Faansidedulununisied 1-3

dmsumsnedt 1-3 WumsTarauuusaesuduneumsannisaluuusians (Model Testing)
TnelutunouidAnainind euiiAuauain RMSE way MAE ielUseuifisunnuudugluusas
wuudrasnazluniazamanauwnuiingansal Tned Benchmark 1uAad svesnanauuny

YINANNDUNUNTE YT AULAE TLULEN

A157199 1 LEAASHAAIAANALAG BUIINHANISNAABULUUIIADINI Y9N IELUUT1a0IAIAN1T0d

HANBULVLYBINTIENTU (Model Testing) wuu 1 74 (1 Days) dmiunnuuuinges

Model RMSE MAE HitRate HitRate+ HitRate-
ANN 2.57% 1.85% 54.14% 42.77% 44.99%
LSTM 2.8% 1.99% 55.44% 43.70% 46.20%

RF 2.5% 1.8% 53.21% 42.14% 44.01%
Mean 5 day 2.4% 1.66% 49.60% 39.52% 40.94%
Mean 20 day 2.42% 1.67% 50.10% 39.79% 41.39%
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A15199 2 LAAINAAIAAIALAR DUINNKNANISNAFBULUUINADING B I9N1T b UUTIABIAIANITO

HANBUWVIUYBINTIATNU (Model Testing) WuU 1 1nau (1 Month) dwsuynuuudnaes

Model RMSE MAE HitRate HitRate+ HitRate-
ANN 7.07% 4.94% 78.43% 76.36% 74.99%
LSTM 7.25% 5.02% 78.27% 76.49% 74.68%

RF 6.37% 4.51% 80.42% 78.57% 76.67%
Mean 5 day 14.23% 10.37% 49.85% 49.62% 45.59%
Mean 20 day 14.02% 10.25% 50.84% 50.58% 46.61%

A157199 3 LAASHAAIAANALAG BUIINHANITNAABULUUTIADINI Y9N IFLUUT1a9IAIAN1T0d

HARBULNUYBINTIENTYU (Model Testing) LUy 3 1w (3 Month) dwiunnuuuitges

Model RMSE MAE HitRate HitRate+ HitRate-
ANN 7.85% 5.3% 87.85% 89.42% 83.68%
LSTM 7.91% 5.34% 87.75% 88.93% 84.02%

RF 7.07% 4.85% 88.96% 89.99% 85.20%
Mean 5 day 26.66% 19.28% 51.63% 53.08% 46.30%
Mean 20 day 26.8% 19.33% 51.43% 52.85% 46.09%

#3U9338 (Conclusion)

miAdeinuilunmensaiuuuse ilunnuuusaesiulvinafudugtosnidiadeves
NARE ULV AN szeyduazsrarmui Ry uiludiuresnisneinisalfifinaseniiu
Ao oLieu warselasunanuiuuudiaesiidannuuiugigaffeuuudians Random Forest
fefidenuRananasfigaianeifousazaslasng uasmninanuuugilunsaianisaifianis
YOIHARBULYLTEI U manaULAZLRNTY, anas viedlulufiandady wadildannnimmess
wuilumsnensailuunefuluuiiaesilirianuusiugwesfienanane uwuvosuuiug1ian

¢

A9 LSTM b lugdiuuean1sne1n1sainied1e1?u Ao 57816 0u wazs1elasunanulinkuusnansn

'
a

AIUENgANABLUUIIABY Random Forest FafiAnAuuiiugannfiaeaviasefiouaselnsuina
nsnensalnsiasnulusaiandnnindredlnewuuseiuns 3 wuuitassenavslimuigay
4 a v oA Y Y oA o ] Y = o ¢ Y =
W3R0ANINNIAREENFIwUsAUN idimasenanauwuvaiuihlilunsnensalsie Tulalud
wilunanauiumndunisnensalluszezeni(medou s1elasuna) wuudiaes RF mwgauiunis

nensanTansyulusaavanninglnenituuudnaes ANN waglSTM wagmnaulalunisaianisal
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AN INARN D UL UV NI NI UTRanaslulun snensalnsasyulusaandnnsnduas

Iewuusedu wuuiaedvnensalfiavuiufiaade LSTM uidvinnduniswensaliuusieiou

a

wagsglnsunatiy Luudiaes Random Forest agAAN1saliAnIavesHanauLnuulauiugNgn

9

U3TaIYnsd

Baker, M. R., & Patil, R. B. (1998). Universal Approximation Theorem for Interval Neural Networks. Reliable
Compuiting, 4, 235-239. doi:https://doi-org.ejournal. mahidol.ac.th/10.1023/A:1009951412412

Basak, S., Kar, S., Saha, S., Khaidem, L., & Dey, S. R. (2019). Predicting the direction of stock
market prices using tree-based classifiers. North American Journal of Economics and
Finance, 47(47), 552-567. doi:https://doi.org/10.1016/j.najef.2018.06.013

Breiman, L. (2001). Random Forests. Machine Learning, 45(1), 5-32. doi:https://doi.org/10.1023/A:
1010933404324

colah's blog. (2015). Understanding LSTM Networks. Retrieved from http://colah.github.io/posts
/2015-08-Understanding-LSTMs/

Han, S. (2019). Stock Prediction with Random Forests and Long Short-term Memory.
(Master Degree). lowa State University,

Jiemwiriyakul, B., Sirianuntapiboon, P., & Lorsubkong, P. (2019). Portfolio Return Prediction
using Neural Network. (Master degree Individual Study). Mahidol University

Jozefowicz, R., Zaremba, W., & Sutskever, . (2015). An Empirical Exploration of Recurrent Network
Architectures. Paper presented at the Proceedings of the 32nd International Conference on
Machine Learning, Proceedings of Machine Leamning Research. https://proceedings.mlr.press
/3T/jozefowicz15.ntml

Kim, K-j. (2003). Financial time series forecasting using support vector machines.
Neurocomputing, 55(1), 307-319. doi:https://doi.org/10.1016/50925-2312(03)00372-2

Loh, W. Y. (2011). Classification and regression trees. WIREs Data Mining and Knowledge
Discovery, 1(1), 14-23. doi:https://doi.org/10.1002/widm.8

Ma, Y., Han, R., & Wang, W. (2021). Portfolio optimization with return prediction using deep
learning and machine learning. Expert Systems with Applications, 165, 1-15.
doi:https://doi.org/10.1016/j.eswa.2020.113973

Nilson, M. (2019). A visual proof that neural nets can compute any function. Retrieved from:

http://neuralnetworksanddeeplearning.com/chapd.html

VOLUME 3, ISSUE 3, September — December 2022 | page 66


https://doi-org.ejournal.mahidol.ac.th/10.1023/A:1009951412412
https://doi.org/10.1016/j.najef.2018.06.013
https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1023/A:1010933404324
https://proceedings.mlr.press/v37/jozefowicz15.html
https://proceedings.mlr.press/v37/jozefowicz15.html
https://doi.org/10.1016/S0925-2312(03)00372-2
https://doi.org/10.1002/widm.8
https://doi.org/10.1016/j.eswa.2020.113973
http://neuralnetworksanddeeplearning.com/chap4.html

AFHITUIANTINGIND N15IANTT UazdAuAIEnS ISSN 2697-6609

Patel, J., Shah, S., Thakkar, P., & Kotecha, K. (2015). Predicting stock market index using fusion
of machine learning techniques. Expert Systems with Applications, 42(4), 2162-2172.
doi:https://doi.org/10.1016/j.eswa.2014.10.031

Srivastava, R. K., Koutnik, J., Steunebrink, B. R., & Schmidhuber, J. (2017). LSTM: A Search Space
Odyssey. IEEE Transactions on Neural Networks and Learning Systems, 28(10), 2222-
2232. doi:https://doi.org/10.1109/TNNLS.2016.2582924

VOLUME 3, ISSUE 3, September — December 2022 | page 67


https://doi.org/10.1016/j.eswa.2014.10.031
https://doi.org/10.1109/TNNLS.2016.2582924

