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Abstract

In this research paper data mining and K-means clustering techniques were employed
to examine the factors influencing the selection process for university admissions. The study
involved categorizing students based on their characteristics, such as their high school average
score and domicile, to develop a clustering model that could analyze the factors impacting
the selection of studies in the Faculty of Economics and Business Administration at a university
located in the South. The effectiveness and suitability of the model were tested using
clustering data derived from the analysis. The results of the study indicate that the students

in the Faculty of Economics and Business Administration could be grouped into three distinct
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categories. Of the 2,238 students who opted to study in the academic year 2019-2021, the
first group had the most students from Songkhla province, with 1,379 individuals having an
average GPA of 3.2625. As a result, the university's customer base appears to be comprised of
students from Songkhla province who have a high-grade point average, which is between 3.00-
3.50 as per the measurement of accuracy (Accuracy) in clustering. The DB Index from the
model is -0.680, which indicates that the segmentation is effective since it is close to 0. These
findings can help educational institutions in developing policies and activities that are more
relevant to student recruitment, especially in the context of the current competitive
landscape.

Keywords: Data Mining; Clustering Model; University admission selection
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a5t 1 miLLUaﬁaga GPA (Grade Point Average)

Range Of GPA Scale Number
3.50-4.00 Excellent 5
3.00-3.49 High 4
2.75-2.99 Good 3
2.50-2.74 medium 2
2.00-2.49 Poor 1
1.50-1.99 Bad 0

N/A (blank) 7
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Final cluster centroids:

Cluster#
Atrribute Full Data u] 1 2
{2237.0) {13759.0) {411.0) (447.0)
BEFOREGPR-Num 3.2682 3.2625 2.0803 4.3781
FROVINCE Num 20.9428 25.7542 12.9367 13.4€09
Time taken to build model (full training data) : 0.02 seconds

=== Model and evaluation on training set =——=

Clustered Instances

0 1379 | 62%)
1 411 { 18%)
2 447 [ 20%)
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23dAu3l#91nN15398 (Research Knowledge)
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