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ABSTRACT

Student attrition in higher education is an important issue that affects the efficiency of
university management and the quality of graduates. This research aimed to analyze the
factors that influence student attrition among undergraduate students at the Faculty of
Business Administration, Rajamangala University of Technology Thanyaburi, and to develop a
risk prediction model using data mining techniques.

The study used secondary data from 5,034 students who enrolled between the
academic years 2019 and 2022. The analysis followed the Knowledge Discovery in Databases
(KDD) process, which included data cleaning, data transformation, and the FP-Growth
algorithm to find association rules. Classification models were created using Decision Tree,
Naive Bayes, and k-Nearest Neighbors (KNN), and their performance was evaluated using
Accuracy, Precision, Recall, F1-Score, and AUC.

The results showed that the Naive Bayes model achieved the highest AUC value at
1.000, showing a strong ability to identify students at risk. The Decision Tree model gave the
highest accuracy at 97.45% and had the advantage of being easy to interpret and apply. The
important factors related to student attrition were GPA lower than 2.00, low grades in core
courses, repeated course enrollment, and poor academic performance in the first year. These
findings can be applied to improve early warning systems and proactive student advising

effectively.

Keywords: Student Attrition, Data Mining, Early Warning System, Academic Performance
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auniugrwedlunadieiid iame way (6) nstnadnsluldauase (Deployment) 1wy n1s
fuuszuudafeudrmimiouuamanisliduinuidegn vednsdudunsluudasduneud

a

AddRsensad U aesifiussaninmuazannsa ulgldase
3.4 s2:U8ui579
midfvatiuiduiunsnglduumaesnszuaunsiumanuiaingudeya (knowledge
Discovery in Databases: KDD) %aLﬂumzmumﬁLﬂiwzﬁﬁa;ﬂaﬁﬂmzwuazlé’%’umaaam%’uaeiw
nherrsluansiniiesdoya Tasaseuaguisudmahamnudlatigm msdawdoudoya ns
Uszananatoya lUaudsnisadanuudasuazdsaidutss Anam il f3duldindunislunsios
Fupou Fuandlupsadi 1

A15199 1 TUABUNTEUIUNTS KDD Mtgluauide

Funou 519821280
1. nMsvihanula seylymnisiuanimvestinfnwssAuUSyyes wavinguseasalunisasng
Uy Tumavhuneaudes
2. mMsAaUnlany ﬁﬂwﬂmaa%ﬁmazL‘f‘jamsuaﬁazﬂa WU WA SEUUSUN @191 GPA 5187390
Joya LAZAIUAN
3. MIwREuteya Auaren wlas wazandeya Welimunzaufunsingizs

- Data Cleaning auaﬁaagaez};w UayaRaANaIa 1Y AAIUY > 4.00 w%asﬁaaﬂaﬁ
A1 Null anntAuly
- M3dANs Missing Values unusniivmglusernatsvideaiimuvoslungs
- MsuUasdeya (Data Transformation) Filunssail

1. M3IanauAILUIRaUTIA (Discretization of Continuous
Variables) uasdn GPA (insaiedvazas) anedeidedlidundu e daus
ponidudag 1y
N7 2.00 S¥WI19 2.00-3.00 wAZINAT 3.00 Hielaunsaduldly
nsvUIMssuunUsTalE ety waviiteriuauanansalunisiny
naawsuaslina

2. EmSUmLUTRINGY WU 81971391 kag SEuunsiudindne gaudas
Iiegluguuuusviasiaay (Label Encoding) Fetnelvannsahsuusivent
Whglumasndineanslaogiagnees lagldvilvilueainnuaidesan
AUTELAN (Nominal Values)
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A1519% 1 (59)
JUNDU 188128

3. mawlendeya (o) 3. duusilungivvidenansBounginlsgnisleglulassained
ausatdidnseuiunsmnganuduiusiemaia FP-Growth laagnad
UsgdnSnm 1w nmsunuamanisiseudusediu (W “aauniu” “aounn”)
elddu input Tunszuanns mining
- Data Reduction Amidentanizsedudifldauindneiouannnii 30 au
uavsadeyailsiinaieantuaimesn

4. NMTESUUUTIABY lo9ane39iu FP-Growth, Decision Tree, Naive Bayes kag KNN

5. MsUseiuNa 14 5-fold wag 10-fold cross-validation WSauMITIA Use@NsnInaIual
Accuracy, Precision, Recall, F1-Score, ROC Curves wagA1 AUC

6. st naansiuly WU UINNNTEILRDULAE TR US nw N AN AT ALLEES

1NN 1 wansmsifunsmunseunsEUILMIAUmMALIIngudeya (Knowledge
Discovery in Databases: KDD) Ingnszuiun1siiuainmsianudlatigminisfiuaninaes
tnAnwseAuUTygns wavdmuainguizasdiieadislunariuioainuides nuldAnY
Iﬂiaa%ﬁagagﬁwizﬂaué’wﬁ’;LL‘UWiNG] W e szuusudn @i insaeds Kan1sSeuseIv
wazanunmmsAne luduneuniaefeudoya §iduldvhenuareadoyalasaudeyatiuasdaya
fflaiianann Wy mezuuuiiiy 4.00 wiedeyaiin Null snaiuly dudeyaiivneluldsunns
unuAreananavieriinuveslungy uenanidsdinsuvasdeyalnedangudt GPA Huzag (i
n71 2.00, 2.00-3.00, 11NN31 3.00) kazwlasdiiusarviwazseuusuddusiadiay souden1san
yundeyalasdnidenianzsednfitiindnuideusnnnit 30 au uazdadeyailidemaseaniunm

mnneideyalunuifeiisenoudeaunaiandn fo mamngauduiusuaznis
FwunUsziandeya dmumsminganuduius §ideidenlddanaiin FP-Growth 1ilesanndl
Uszansninlumsdanisdeyavuialngldedssng Tnetmusraudotutusii Souas 95
wazdnidonanizngifian Lift 1inndn 1 iilemnuinideio dauntsduunussindoyatu §iuld
148ana3fiu 3 Uszuan éun Decision Tree (C4.5) Famangfudayaiiinnududifuduunasl
nadnsTdladne Naive Bayes ViﬁmmLLﬂuﬂwqdﬁW%’U%yjamwﬁaLLazﬂizmawavLﬁimL%a wag k-
Nearest Neighbors (KNN) fildsudisuasimunzfunsutsnguitlidudon vl Saneifiumaniidu
LuUsaesmgau (Lightweight Models) #ildw$nensuszunanas finnnudte auisaily
Uszgnaldlaass wasUalondlvinisiaunsiesanlaluaune

TunsUssiiiudszavinmuaauuusiass §33u1438ns Cross-Validation fawuu 5-Fold wag
10-Fold ileutstayadmiunstinuaznaaouegaduszuy Tngldmd ianatedn Idun Aenugn
F949 (Accuracy) GﬁqLLammmgﬂﬁaﬂmmmmLLUUGSﬁaaq ANANLLLAUEY (Precision) ﬁifmmmgﬂﬁm
Tumsinenguiiuanin Aeuanansalunisnsiadu (Recall) finansnrmanusalunisnsiany
tinfinwiiwuanin uazArruasga (F1-Score) Sudupriiazvioumnuanunaszninsranuisiug
(Precision)uagA1AIINANTAIUNITNTIINU (Recall) waziliunsAlasnesiseunuaIw ROC Curve
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wagiia1saal AUC Tnganizlunsaindeyaliauliaunatielinisussiliudsz@nsnines
wuudnaeaiin ANy saIEUy

4. Han1539

Han133ATIzidaya
uiteatuiyefnuiafeiidmadenisiuanineosinAnwissduusygnd aus

UIsssia uvninendomaluladnemseasyy’ lnsdssandlinaiamilosdoya iilesenuuuszuu

sz Yauaedastumsiuaninesnediussavanmm wamsdemeianunsntiauslded

1. MaTeuisuUssanSnMYBILUUTIABINTINUNY

Mdelaveaeulsydnsnmusanuuinassmiietoya 3 malla laun Decision Tree, Naive
Bayes Way k-Nearest Neighbors (KNN) Tagiueutisulsz@nsainaeinaaiingies wuin Naive
Bayes fiUszAvEnmlngininan duandlumsd 2

o = = a a ° PN ¢
MA1919N 2 ﬂqiLﬂiﬁlULV]EJ‘U“LJiga‘Vlﬁﬂ’]WLLUUQqaaﬂmiﬂUﬂqiwEJ']ﬂiiL!

WIﬂﬁﬂmﬁaﬁmda Accuracy Precision Recall (%) F1-Score
(%) (%) (%)
Decision Tree 96.62 91.47 70.87 79.86
Naive Bayes 98.07 90.77 88.59 89.67
k-Nearest Neighbors (KNN) 67.57 20.52 84.68 33.04

Mnmaisuifieudssavsnmesiuusiaesnissuundssamisanuinada léun Decision
Tree, Naive Bayes ua¢ k-Nearest Neighbors (KNN) wudnuuudnaed Naive Bayes df1A3nugnaes
(Accuracy) gsfian ogifesas 98.07 axvioufsmnuanansavesnuuiiaadunsiuunnadndliesie
andaslngsan uenanidsliainnuusiugt (Precision) asay 90.77 uazArnmanTaluns
51930 (Recall) ¥owar 88.59 FavatfsanuusdudilunisiunenguinAnuiiduanin was
anuannsolunsasanunguindnunfifianudeslseginseungu Tas Arnnudana (F1-Score)
Fadudnansseming Arnuusiug (Precision) uazAIAMAISAlUNNIATIIF (Recall) oeffisoe
az 89.67 wandlifufsrmaunavesuuuiasslusuauwiuduazanuasoungy Tuvuei
wuudnaes Decision Tree wilazilAnAnuusiuglagsiuseaswn Ao Sevay 96.62 undaalanidu
fuAALLILET (Precision) Tigelis¥esay 91.47 agrslsfinu AAmnuasnsalunisnsrady
(Recall) iouthas Feuaz 70.87 avviouinuuusiasserslianusansranunguiinAnyndiiuannle
ATUBILINTALT dmFuluudiass KNN nuindidianuaiunsalunisnsiadu (Recall) gefiedosas
84.68 Fauansienuasnsalunisnsraduiin@nuiiiiuan wldd uwafidauusiugy (Precision)
Wiga¥eras 20,52 uavAANumIma (F1-Score) i Fovar 33.04 Jslimnzandmiumnilulélu
BeUFtR esannuudldulunisnensaifiawaalunguilsivuanimlusefugs lneagy wuusiass
Naive Bayes wandlifiudeszansnmlnosiuniidiian seluduauudugt anuaunavesnis
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a

uun wazdinunzaulunisinlvlgluusunvssnisneinsalanuidesvesin@nwissauus gy
#13 AMEUIMNSEINT W Inendeimnalulagsuusnasyysdell

2. NMTIATIBAUVINTANGWBS (Confusion Matrix)
mMsUsziuUsEavEnmuasuuuinass Naive Bayes meiivisndainueamds (Confusion Matrix)
Heliaunsoinagiranisnensalluwiazngulaeg 19ty waeduunanugniswesuudtaedly

15199 fanandlunnsed 3

M1319% 3 LUYSngANg s (Confusion Matrix) dwsuwuudnass Naive Bayes

MU “NuanIn” e “ldwuanin”
239 WUEAIN 295 (True Positive - TP) 38 (False Negative - FN)
939 ldwuanin 30 (False Positive - FP) 3,161 (True Negative - TN)

MneeeiuannInasUanssuunesuuSaeslésel
1. ShanwfivuanInass WaghUUTIaesEIsane N sallaeg1egnaes (TP) fd1uau 295 Au
2. Wn@nufifuaningds wikuusiassmensaiiaildiuanin (FN) s1uau 38 A
3. Undnwdiliiuaningss LLG]ILLUU??’]@@QWEI’]ﬂiQij’]Lﬂuﬁgﬁﬁﬂi’mLa‘lEJfl (FP) 97117 30 AU
4. Wn@nwildiuaningss wazhuuTaamensallaegagndas (TN) 91u7u 3,161 Ay
HAN1SIATIERLERILALTININ WuUdnaad Naive Bayes danuaiunsalunissiuunlaesidls
-

agadluszansnim egslsinny nquiimsiauddgdufiviefongu False Negative (FN) 3dlu

1Y
aAaa o

i1 38 au vnefein@nniiviuanmass wikuudiaediiamsansaduls dwale1asdn
UnwiSogiiisdesedliaunsalimnutismdevieduiunstosiuldiune whuuvudass
gilA1AIugNABY (Accuracy) aglusesugeiiaiegay 98.07 warid1auaunsalunisnsiadu
(Recall) dmiunguiindnuiiiviuaninindufovas 88.59 Gefiednegluinmeifia uwinisild1udu
tnAnuiingasenainnsnsadusanduniufinelunisussgndlfluaaluaniunisalads dudy
wuanslunafivdseansaineesssuuasiianudAydunisidivaiauls (Sensitivity) 3o
ANEN3a1UN157 298U (Recall) drwFunguiin@nunfiiuann nieufunisandiuiu False
Negative Iindetiosfigainiozdululs eensefuamnuwiudvesszuuudadeudmihuagiiia

Angnnlumslicysneidegnlaegeiissanganungadu

3. A5AATIZHA2E ROC Curve waza1 AUC

TunsUssiiuUseansnmuesuuusiassnsnennsel nudsedladingan ROC (Receiver
Operating Characteristic Curve) Waga1 AUC (Area Under the Curve) uldidushdsaiiedinsei
ANAINNS0TBMUUI R luNSUENLEE ST AN TIRuan AU Anw it laidua aw Tneded
3831514 ROC way AUC Aoanunsauseiiiunaldlaglufuiuadadu (threshold) WUULWIZIAEaS
g nmsmvesdnenmeesuuusiasdluntsswunldegieudusn sauansluununng 3 uaz
A151991 4
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Comparison of ROC Curves by Classification Models

1.0
0.8
o
(=1
=
bt
= 0.6
oc
<5
=
=
L 0.4
o
(<2}
=
=
0.2
e —— Decision Tree (AUC = 0.872)
-7 Naive Bayes (AUC = 0.996)
0.0 —— KNN (AUC = 0.917)
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate (FPR)

WNUAINWT 3 LHunIWUSsuIsu ROC Curve 984 Decision Tree, Naive Bayes tag KNN

A1519% 4 LUSeuiiauan AUC 7ilaainnsin ROC 989uuudnasssnge

WUUINADY A1 AUC #ildainnsam seAuUTZANSAIW
Decision Tree 0.872 f (Good)
Naive Bayes 0.996 ey (Excellent)
k-Nearest Neighbors (KNN) 0.917 e (Excellent)

a

MnHaNITIATIEEILTlEnTIN ROC nudnuusiassusazedaiiszduauaunsalunis
Suunnguithmaneiuansnstu Tasansnsoosuneldded

1. Naive Bayes 1 AUC gefiandl 0.996 dseglutiag 0.90 - 1.00 dnegluszsiv “Fdou”
(Excellent) m1uLnaudivag Hosmer et al. (2013) wansliiuianauaiunsalunisuenuezngy
thdnwiviuanmuaylsifuanmldogisusiuer wazdmnumnzangdunsiluldousds

2. k-Nearest Neighbors (KNN) §1d1 AUC 1inffu 0.917 aglusediu “ABen” (Excellent)

o—

guiy dzvioufseuansalunisiuunnguidedldegnaliuszdnsam egndlsin sanesfiuilens
fedrianulszaninmidananileldiuvyateyarunalngvvedudeu

3. Decision Tree 11 AUC Wiy 0.872 @sagluyae 0.80 - 0.89 §magluszdu “A” (Good)
ALVOUNIAUANNITOIUNNTIUN I USEAUNU LB DD ﬁ;mlfﬁwamwﬁ'}aaqﬁ A9 AUANNITOLUNNS
a P A . = 0 ) v PP
Anuladig ansawansnaluguiuudeuly (if-then rules) Samngaudmivdldanunlisinig
Wemngaunaile lnglanizn1siiauInyidegn

43U Taun1nsan wuudiaes Naive Bayes waz KNN wansdneningslunisdnuunng
= Aa a . Aa a ° U &
UnAnwindiauidss lnsanig Naive Bayes M1dA1 AUC guaauasiAualLalnyainaansogis
WUTA YULNLUUINADY Decision Tree wiiaziian AUC sinIantiny wadinsdininumunyayasnaea
dmiunisldanuats Wewinauisadeansnan1saseiludsvenalasgraudiladng wagaiunse
Wlgnisdndulaniiussansamleaviui
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4. JymUayalsiauna (Imbalanced Data)

NMTIRTERTeyalUawunuI nqulnAnwAtuan mildwiulesninnguinliiuaninetng

HlvdAny nanfe MnSuLAn T 5,034 A StinAnunfivuan e 475 au Andutesas
9.44 voanguiieswiavan dwaliyadoyaidnumrlilauna (Imbalanced Data) d1019n38MUsD
Usravsnmwesuuudtaeamsdiuun Tasimeeg1sbinsiFouivessaneTiuiduualiiiliimsedlud
nauifsuaunn Weudlatigmiindm mAdedlivssendldmaiia SMOTE (Synthetic Minority
Over-sampling Technique) Iumsa%?m%’azgaﬁ"sasmé’qLm’]zﬁmﬂﬂﬁjuﬁﬂﬁﬂmﬁﬁuamw danaliiiin
ALANASTEMINNGY “Wuann” uag “liviuanin 1Nty etaeidulsAvEameuuusaedy

a o ° ! v A Y] a'
ﬂ'ﬁLﬁEJugLLQSQ'1LLUﬂﬂQNL{thN']EJI@@EHQWﬂL‘VIEJlI PN UNINY 4

Decision Tree Apply Model DT Performance DT

inp (= mod ) mod 1ab Iab per
* elaE % w ® modF i per % exaF
wei v sA
v |

Naive Bayes

(e mod
S exa
Read CSV Set Role SMOTE Upsampling Split Data Multiply i Apply Model NB Performance B
_ _ i S ’ v
fil b oot exa exa exa ups exa par inp o [a4 ) mod lab lab per
i ¢ ¢~y G @ ) %
v ‘ o F ori D ‘ r o unl mod per exa
v v v P v i

> Apply Model k-NN Performance k-NN

v mod lab lab % per
w % mod per exa
LA

v

2 2 8 8 8 §8 8

WHUNWT 4 wanstumounisldvaiin SMOTE (Synthetic Minority Over-sampling Technique)

a bl ) a a o v o £ 1
A15197 5 HaN1SLUSIUMEUUTZENTATNUDILUUD 1RO (Waﬁﬂﬂﬂﬁi%@%ﬁlﬂﬁﬂ@!a)

Lwﬂﬁﬂmﬁaﬁaga Accuracy Precision  Recall (%)  F1-Score AUC
(%) (%) (%)
Decision Tree 97.45 97.97 96.90 97.43 0.985
Naive Bayes 94.91 100.00 89.82 94.63 1.000
k-Nearest Neighbors 81.95 74.57 96.96 84.31 0.983
(KNN)
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Comparison of ROC Curves by Classification Models

1.0}F
0.8
o
[=
=
@
< 0.6
o
[a B
=
=
2 0.4}
[=8
@
.
=
0.2
P ——— Decision Tree (AUC = 0.985)
-7 Naive Bayes (AUC = 1.000)
0.0 | - —— KNN (AUC = 0.983)
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate (FPR)

WNUAINT 5 LruAmUSeuLiau ROC Curve U84 Decision Tree, Naive Bayes wag KNN 7ilgiann
nsdansteyaliaunaniemaiin SMOTE

A sUsERILUsEAME Mmvssnuuitasmdssinnisdeyaliaunauandunised 5 nuin
wuuinaes Naive Bayes el AUC gaanwiniu 1.000 agvioutiannnuanunsalunisdwunnguindny
Isegrausiugnlnglifidefiomatn vauriiuuudiass Decision Tree WansA1ANGNFBY (Accuracy) gan
fi¥oway 97.45 uaxilan AUC agf 0.985 deagluseiu “Aion” (Excellent) manasives Hosmer et
al. (2013) uenantl wuus1aps Decision Tree faflfelfiuTaudulastadranuungidansang (-then
ules) fianansafanunaziluldluntsdoasuadns fugldauilidovgsumaialdogne
Usgavsnn JamngausensunluussgnaldlussuuihseTuasssuuudasiouarminluusunueanis
UImsdansaunsinysaly

M19197 6 WNINgANEAnEs (Confusion Matrix) dmukuudnaes Naive Bayes

MUY “WUaNIN” YES

yMurein “ldwuanin” NO

239 WUANIN YES

2,866 (True Positive - TP)

325 (False Negative - FN)

239 Talwuan1n NO

0 (False Positive - FP)

3,191 (True Negative - TN)

M19197 7 nsngmnugamd (Confusion Matrix) dukuudnaes Decision Tree

MUY “WUaNIN” YES

e “ldwuanin” NO

239 NUANIN YES

3,092 (True Positive - TP)

99 (False Negative - FN)

939 TalWuan1w NO

64 (False Positive - FP)

3,127 (True Negative - TN)

INNTILATIENLUNTNGAIIUE 1B (Confusion Matrix) VeshuUIN@8Y Naive Bayes hay
Decision Tree viaamsanmsteyaliauna iU aesaesEisaswuntnAnivuan muall
Wuannliegaliusedvann willdvaunnadludimanmuasansnensal Luuinaes Naive Bayes 3l
aaaulumssuuniindnuil liwuaninade Idegrauiugy lnglinunsd False Positive 1ag agnalsf
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a1 wuudiaesditedidalunmsnsadunguiindnei uaniwads FsdanaliiAn False Negative
FUNINGe 325 au duavtudanuartitunmsiirnutismdelegn lunenduiu wuudiaes
Decision Tree LanwansneNTaifianunadnit Inganunsaanduiu False Negative idaliiss 99 au
uazlviAn True Positive g4iia 3,092 AU usfaxdl False Positive ag119 §1uau 64 au usidseglusedud
poufUldlumaf i il uuushaesdalideldivseudiuauanunsalunsinnu Fadedentsiily
Ussgndltlussuuudafieudammiuagmsuimsdanmsin@nuiidenudes mnkensinngitndii
ansaazuliin wuudiaes Dedsion Tree finnmivsnzauninlunniiluldess Wesanlvnanis
wensalwiug fanuannsalunsnmedungudeldd wazsesiunisldanludajdfosaed
Usgdndnm

5. Taduddniidamadeniskuanmuasindne
NnMseTgitenamemaiamilesdeya aunsaszytadvddifidvswasensvuanmn
ioluil
1. \nseadvazan (Grade Point Average: GPA) tindnwmiifian GPA sindn 2.00 Hunlifugsiias

o w o

o ) a av v ) = I3 v A v
vestinAnwszauliagnslaegstnau lnslissrusenaunaniinsiianudfgy @
Auanwm lnansamdvazanioduiyinnnsiuvesnnudnsanemsSeulavidudviddnlunisdn
NIDIALLEEN

2. wansiseulusednudn nslasuinge D+ wise F ludvennieiviidanududou 1

D

U A

sindIuIn agiouianuunnisnalnnisludenivdnveamdngns dadudyaraiioud
dfgy

3. pudlunsamesdeuioud dndnufamadondousmeivifentuunnd 2 as §
arundsstensiuanimlussdiugs Wesnnuansdstlagmmshanudiladeonvionisinnisns
Seuilusveze

4. wadugrsmanisnuiludusnvesinfny nansideulutud 1 danuduiusiauaniu
ANUAENSIMINSANYlUSE YL e I@&Jﬁﬂﬁﬂmﬁﬁwaé’uqmé@?ﬁ&gﬂLLG]'"TJLLﬁﬂﬂﬂLm%aﬁjamﬂuﬂﬁU%’Uﬁa
wazilonauanmgadu

NanTATIEsingNsdindulaatnuuudiass Decision Tree wuin thdnwndifiinsaadeaga
Mn 2.00 uazagldfuinge D wie F luneivmdn Tlemariuaningefeiesay 80 lumensariu
fa tinfnwnfifinsaadsasan saud 2.50 Tuld waglifivseTRnaFous Monadifanisinyigs
fe¥osaz 90 uona1nd N13UTEYNAlFUUUTIAR Decision Tree nendanisUuaunadoyadie
A SMOTE dsualianarnuanisolunissiuun (AUC) wiinduain 0.872 18u 0.985 wazen
Aua1501un199 9999V (Recall) Liintuaniesar 70.87 Wufesas 96.90 uansldidfiudn
wuusaasfidnenimifisduogaiteddylunsssyuasfunguiindnuiifinnudesldedeaseungu
wazuiugandety faifu wuusiaes Decision Tree Sumanzauegadedmiunsiauniussuy
sz Tinnuidsanazsruuudaieudrmin ethelierasdiunwuazfuimsamsainniy
‘ﬂ’ﬂﬁﬂmmjuLf?‘%mlé’aemﬁwmﬁ Tnsamnudlefosnsdngisuanuddyrestladoddy 16ud insa

(%
Y

Wwavavay nan1siieulusiedvinan waguseifnisisoudn JaduddindrAgfamisadrluly
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a

atuanun1swuMsAaUInegsnLazandn N siuan e nwiluseaudigaesla
pg19ilUsEANSAmN

5. d5U 2AUT KA UazUalauauuL
5.1 d5U uavanusena

HANITITENUIILUUTIRBIN1TIIRUNUTEIANMEINATA Decision Tree @117150314UN
anunmvestindnunlsognaiusdnsam lnediaianuusiugrgeds fovaz 97.45 Fsganin Naive
Bayes Wag k-Nearest Neighbors (KNN) a¢19iWed16gy 9atauvesluiaa Decision Tree A8
auanansalumsadingmisdedulaifianuliieg waranmnsniluidnwdadmsdanisldoded
UsyAvBam nadwsianadoafusuves Dutt et al. (2017) wag Romero & Ventura (2010) fiszy
71 Decision Tree WWumaliafimnzaufunisiinsizsideyadunsine Wesonanusaiauena
Tuguuuuidlaliine wazdmnuusiuggduauussiammssuunnguiindnw

definsanluszdudauds nuin Jadenidnsnadensiuanmuesindnw loud 1nse
WwaAvazausng 2.00 nan1sBeuluneivivan (esemzivienuazinduin) msamadoudou
dmaeadiluneivify uasnadunyinivivnislulusnvesmsin Gasoufedymitugiudu
aud nwgnisidens uazussgslalunisinet wadwsiasnndostuiuiAnuas Tinto (2012),
Robbins et al. (2004) wag Kuh et al. (2008) ﬁﬂénﬁqmaﬂiwwaqwaﬁmqw‘éw’lﬁmmmazﬂam
Gumadlusginiugiutelonanisegsenluszuunisfine uonand Swmsatuauideluussme
Ine Wy vindng anulsed uasdaannd Inlnaadud (2564) inuiransiFoulagnisaliuayuids
FnmsiiunumdAgyseanuasegvanindnuluszdugaudnm

ngmsdndulafldanuuudiassdslinmidaauieaiungnssungundes wu dndnwid
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