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บทคัดย่อ 

 

  การพ้นสภาพของนักศึกษาในระดับอุดมศึกษาเป็นประเด็นส าคัญที่ส่งผลต่อประสิทธิภาพการบริหาร
จัดการของสถาบันการศึกษาและคุณภาพของบัณฑิต งานวิจัยนี้มีวัตถุประสงค์เพ่ือวิเคราะห์ปัจจัยที่มีผลต่อการ
พ้นสภาพของนักศึกษาระดับปริญญาตรี คณะบริหารธุรกิจ มหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรี และเพ่ือ
พัฒนาแบบจ าลองพยากรณ์ความเสี่ยงโดยประยุกต์ใช้เทคนิคเหมืองข้อมูล  
  ข้อมูลที่ใช้เป็นข้อมูลทุติยภูมิของนักศึกษา 5,034 คน ที่เข้าศึกษาระหว่างปีการศึกษา 2562-2565 
การวิเคราะห์ด าเนินการตามกระบวนการ KDD (Knowledge Discovery in Databases) ประกอบด้วยการ
ท าความสะอาดข้อมูล การแปลงข้อมูล และการวิเคราะห์ด้วยอัลกอริทึม FP-Growth เพ่ือหากฎความสัมพันธ์ 
ร่วมกับการจ าแนกประเภทโดยใช้อัลกอริทึม Decision Tree, Naïve Bayes และ k-Nearest Neighbors 
(KNN) พร้อมประเมินประสิทธิภาพด้วยค่า Accuracy, Precision, Recall, F1-Score และ AUC  
  ผลการวิจัยพบว่าแบบจ าลอง Naïve Bayes มีค่า AUC สูงสุดที่ 1.000 แสดงถึงความสามารถในการ
จ าแนกนักศึกษาที่มีความเสี่ยงได้อย่างแม่นย า ส่วนแบบจ าลอง Decision Tree มีค่า Accuracy สูงสุดที่ร้อย
ละ 97.45 และมีข้อได้เปรียบด้านการตีความง่ายและน าไปใช้จริง ส าหรับปัจจัยส าคัญที่สัมพันธ์กับการพ้น
สภาพ ได้แก่ เกรดเฉลี่ยต่ ากว่า 2.00 เกรดต่ าในรายวิชาหลัก การลงทะเบียนเรียนซ้ า และผลการเรียนในชั้นปี
ที่ 1 ซึ่งสามารถน าไปใช้พัฒนาระบบแจ้งเตือนล่วงหน้าได้อย่างมีประสิทธิภาพ 
 

ค าส าคัญ:  การพ้นสภาพนักศึกษา เหมืองข้อมูล ระบบแจ้งเตือนล่วงหน้า ผลสัมฤทธิ์ทางการศึกษา 
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ABSTRACT 
 

  Student attrition in higher education is an important issue that affects the efficiency of 
university management and the quality of graduates. This research aimed to analyze the 
factors that influence student attrition among undergraduate students at the Faculty of 
Business Administration, Rajamangala University of Technology Thanyaburi, and to develop a 
risk prediction model using data mining techniques.  
  The study used secondary data from 5,034 students who enrolled between the 
academic years 2019 and 2022. The analysis followed the Knowledge Discovery in Databases 
(KDD) process, which included data cleaning, data transformation, and the FP-Growth 
algorithm to find association rules. Classification models were created using Decision Tree, 
Naïve Bayes, and k-Nearest Neighbors (KNN), and their performance was evaluated using 
Accuracy, Precision, Recall, F1-Score, and AUC.   
  The results showed that the Naïve Bayes model achieved the highest AUC value at 
1.000, showing a strong ability to identify students at risk. The Decision Tree model gave the 
highest accuracy at 97.45% and had the advantage of being easy to interpret and apply. The 
important factors related to student attrition were GPA lower than 2.00, low grades in core 
courses, repeated course enrollment, and poor academic performance in the first year. These 
findings can be applied to improve early warning systems and proactive student advising 
effectively. 
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1. บทน า 
สถาบันอุดมศึกษาเป็นเสมือนขุมพลังในการผลิตทรัพยากรมนุษย์ที่มีคุณภาพ เพ่ือตอบสนองต่อความ

ต้องการของสังคมและภาคอุตสาหกรรม โดยท าหน้าที่เป็นศูนย์กลางในการถ่ายทอดองค์ความรู้ พัฒนาทักษะ 
และปลูกฝังคุณลักษณะส าคัญที่จ าเป็นต่อการประกอบอาชีพและการด ารงชีวิ ตในยุคที่เปลี่ยนแปลงอย่าง
รวดเร็ว นอกจากนี้สถาบันอุดมศึกษายังมีบทบาทส าคัญในการสร้างนวัตกรรมและงานวิจัยที่ส่งเสริม
ความก้าวหน้าทางเศรษฐกิจและสังคม อันเป็นรากฐานส าคัญของการพัฒนาประเทศอย่างยั่งยืน (สุกัญญา ทา
รส และทรงศักดิ์ ภูสีอ่อน, 2563) ซึ่งมหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรี เป็นหนึ่งในสถาบันอุดมศึกษาที่
มุ่งเน้นการพัฒนาก าลังคนทางด้านบริหารธุรกิจที่มีทักษะความช านาญในด้านวิชาชีพในระดับสากล เพ่ือให้ได้
ทุนมนุษย์ที่มีมูลค่าเพ่ิมให้กับประเทศชาติ โดยมีพันธกิจหลัก 4 ด้าน ได้แก่ การจัดการเรียนการสอน การวิจัย 
การให้บริการทางวิชาการแก่สังคม และการท านุบ ารุงศิลปะและวัฒนธรรม (มหาวิทยาลัยเทคโนโลยีราชมงคล
ธัญบุรี, 2564) นอกจากนี้ ยังมีการก าหนดตัวบ่งชี้ในการประเมินคุณภาพของการศึกษา ซึ่งหนึ่งในเกณฑ์ที่
ส าคัญคือจ านวนนักศึกษาที่ส าเร็จการศึกษาตามระยะเวลาที่หลักสูตรก าหนดไว้ไม่เกินร้อยละ 80 จากจ านวน
นักศึกษาทั้งหมด โดยข้อมูลย้อนหลังในช่วงปีการศึกษา 2562-2565 พบว่า นักศึกษาจ านวนทั้งหมด 5,034 
คน สถานะการเป็นนักศึกษา “ก าลังศึกษา” จ านวน 4,559 คน หรือคิดเป็นร้อยละ 90.56 ในขณะที่
สถานะการเป็นนักศึกษา “พ้นสภาพการเป็นนักศึกษา” จ านวน 475 คน หรือคิดเป็นร้อยละ 9.44 (ระบบ
บริการการศึกษามหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรี , 2565) ถึงแม้ว่าตัวเลขดังกล่าวจะแสดงถึงคุณภาพ
ของการศึกษาที่ยังคงอยู่ในเกณฑ์ที่ดี แต่ปัญหาการพ้นสภาพของนักศึกษาในระดับอุดมศึกษายังเป็นประเด็น
ส าคัญที่อาจบั่นทอนศักยภาพบัณฑิตและความยั่งยืนของระบบการศึกษา ดังนั้นมหาวิทยาลัยยังคงมุ่งมั่นที่จะ
แก้ไขปัญหา เพ่ือลดการเสียโอกาสทางการศึกษา และความสูญเปล่าของการลงทุนในการเข้ารับการศึกษา ยิ่ง
ไปกว่านั้นคือการได้ผลิตทรัพยากรมนุษย์ท่ีส าคัญให้แก่ประเทศชาติ  

ในขณะเดียวกัน ยุคปัจจุบันข้อมูลกลายเป็นทรัพยากรอันล้ าค่าของทุกภาคส่วน รวมไปถึงสถาบันทาง
การศึกษาที่ไม่อาจละเลยศักยภาพของข้อมูลขนาดใหญ่ (Big Data) เพ่ือการขับเคลื่อนคุณภาพการศึกษา 
(Williamson, 2017) น าไปสู่หนึ่งในความท้าทายที่ส าคัญของการรักษาอัตราการคงอยู่ของนักศึกษา 
(Student Retention) และลดอัตราการออกกลางคัน (Dropout Rate) ซึ่งเป็นปัญหาที่ส่งผลกระทบทั้งต่อ
คุณภาพการศึกษาของมหาวิทยาลัยและอนาคตของนักศึกษา ซึ่งการท าเหมืองข้อมูล (Data Mining) เป็นหนึ่ง
ในเครื่องมือที่ทรงพลังในการวิเคราะห์พฤติกรรมของนักศึกษา และยังสามารถคาดการณ์ได้ว่า นักศึกษาคนใดมี
แนวโน้มที่จะประสบความส าเร็จหรือเผชิญกับความท้าทายในเส้นทางการศึกษา (Dutt et al., 2017) เมื่อ
พิจารณาในแง่มุมของช่องว่างการวิจัยจะพบว่า มีงานวิจัยจ านวนหนึ่งที่ศึกษาปัจจัยที่ส่งผลต่อการพ้นสภาพ
ของนักศึกษาในประเทศไทย แต่การใช้เทคนิคเหมืองข้อมูลในการวิเคราะห์จากฐานข้อมูล Thai Journals 
Online (ThaiJO) มีเพียง 5 รายการเท่านั้น เช่นงานวิจัยของ จีระนันต์ เจริญรัตน์ (2559) ที่พบว่า ปัจจัยที่
ส าคัญต่อการพ้นสภาพของนักศึกษา ได้แก่ เกรดเฉลี่ยสะสม อาชีพของผู้ปกครอง และสาขาวิชาที่เรียน 
ในขณะที่งานวิจัยของ ซอและ เกปัน และคณะ (2561) พบว่า ปัจจัยที่ส่งผลต่อการพ้นสภาพของนักศึกษา 
ได้แก่ ผลการเรียนในรายวิชา และผลการเรียนเฉลี่ย แสดงให้เห็นว่า การใช้เทคนิคเหมืองข้อมูลเพ่ือวิเคราะห์
ข้อมูลภายในของแต่ละสถาบันหรือเฉพาะคณะยังคงมีอยู่อย่างจ ากัด โดยเฉพาะอย่างยิ่งในบริบทของคณะ
บริหารธุรกิจ มหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรี ซึ่งยังไม่มีการศึกษาที่ครอบคลุม  

ดังนั้นงานวิจัยนี้จึงมุ่งเน้นการน าเทคนิคเหมืองข้อมูลมาใช้เพ่ือพยากรณ์อนาคตของนักศึกษา ผ่าน
แบบจ าลองเชิงคาดการณ์ที่สามารถให้ค าตอบแก่ผู้บริหารและอาจารย์ในการพัฒนาแนวทางสนับสนุนนักศึกษา
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ที่มีความเสี่ยงได้อย่างทันท่วงที โดยเทคนิคที่น ามาศึกษาในครั้งนี้ประกอบด้วย ต้นไม้ตัดสินใจ (Decision 
Tree) นาอีฟเบย์ (Naïve Bayes) และ k-Nearest Neighbors (KNN) ซึ่งเป็นเทคนิคที่ได้รับการยอมรับอย่าง
แพร่หลายในวงการวิทยาศาสตร์ข้อมูล การเปรียบเทียบประสิทธิภาพของเทคนิคเหล่านี้จะช่วยให้สามารถระบุ
วิธีที่เหมาะสมที่สุดในการพยากรณ์สถานภาพของนักศึกษา อันจะน าไปสู่การปรับปรุงระบบการศึกษา และการ
พัฒนามาตรการป้องกันการออกกลางคันที่มีประสิทธิภาพมากขึ้น ว่าอะไรคือปัจจัยสาเหตุที่ท าให้นักศึกษาออก
กลางคัน เช่น เกรดเฉลี่ยต่ า การลงทะเบียนเรียนล่าช้า หรือพฤติกรรมบางอย่างที่ยังซ่อนเร้น ซึ่งงานวิจัยนี้จะ
สามารถเปิดเผยความลับของข้อมูลเพ่ือค้นหากุญแจส าคัญที่ช่วยให้มหาวิทยาลัยสามารถรักษานักศึกษาไว้ใน
ระบบได้อย่างมีประสิทธิภาพ 
 
วัตถุประสงค์ของการวิจัย 

1. เพ่ือวิเคราะห์ปัจจัยที่ส่งผลต่อการพ้นสภาพของนักศึกษาโดยใช้เทคนิคเหมืองข้อมูล และพัฒนา
โมเดลการท านายความเสี่ยงในการพ้นสภาพ 

2. เพ่ือเสนอแนวทางในการลดอัตราการพ้นสภาพของนักศึกษา และพัฒนาระบบสนับสนุนการเรียน
การสอนให้มีประสิทธิภาพยิ่งขึ้น 
 
กรอบกระบวนการวิเคราะห์ข้อมูลด้วยเทคนิคเหมืองข้อมูล 

 
แผนภาพที่ 1 กรอบกระบวนการวิเคราะห์ข้อมูลด้วยเทคนิคเหมืองข้อมูล 
 
  แผนภาพนี้แสดงกระบวนการวิเคราะห์ข้อมูลที่ใช้ในงานวิจัย โดยเริ่มจากการระบุปัจจัยที่เกี่ยวข้องกับ
การพ้นสภาพของนักศึกษา ได้แก่ เกรดเฉลี่ยสะสม ผลการเรียนในรายวิชาหลัก จ านวนครั้งที่ลงทะเบียนเรียน
ซ้ า และผลสัมฤทธิ์ในช่วงปีแรก จากนั้นน าข้อมูลที่ผ่านการท าความสะอาดและแปลงให้อยู่ในรูปแบบที่
เหมาะสมไปวิเคราะห์ด้วยเทคนิคเหมืองข้อมูล ประกอบด้วย การหากฎความสัมพันธ์ด้วยอัลกอริทึม FP-
Growth และการจ าแนกประเภทด้วยอัลกอริทึม Decision Tree, Naïve Bayes และ k-Nearest Neighbors 
โดยผลที่ได้จากกระบวนการนี้จะน าไปสู่การพัฒนาแบบจ าลองเชิ งพยากรณ์และแนวทางปฏิบัติส าหรับการ
ป้องกันการพ้นสภาพของนักศึกษา 
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2. การทบทวนวรรณกรรม 
  2.1. แนวคิดเกี่ยวกับปัจจัยที่ส่งผลต่อการพ้นสภาพของนักศึกษา 
  งานวิจัยในอดีตจ านวนมากได้วิเคราะห์ถึงปัจจัยที่ส่งผลต่อการพ้นสภาพของนักศึกษา โดยพบว่าปัจจัย
หลักมักเกี่ยวข้องกับเกรดเฉลี่ยสะสม (GPA) ผลการเรียนในรายวิชาหลัก (Core Subjects Performance) 
จ านวนครั้งที่ลงทะเบียนเรียนซ้ า (Course Retake Frequency) และผลสัมฤทธิ์ของนักศึกษาในช่วงปีแรก 
(First-Year Academic Performance) ซึ่งเป็นตัวบ่งชี้ที่ส าคัญต่อความส าเร็จทางการศึกษา ซึ่งงานวิจัยของ 
Tinto (2012) และ Pascarella and Terenzini (2005) พบว่า เกรดเฉลี่ยสะสมต่ ามีความสัมพันธ์กับโอกาส
พ้นสภาพที่สูงขึ้น เนื่องจากสะท้อนถึงปัญหาทางวิชาการและแรงจูงใจที่ลดลง ในขณะที่ Kuh et al. (2008) 
พบว่า นักศึกษาที่มีผลการเรียนต่ าในรายวิชาหลัก เช่น คณิตศาสตร์ และวิทยาศาสตร์ มีแนวโน้มลาออกสูงขึ้น 
เนื่องจากทักษะพ้ืนฐานที่จ าเป็นไม่เพียงพอ เช่นเดียวกันกับ Astin (1999) ชี้ให้เห็นว่าผลการเรียนในรายวิชา
หลักเป็นตัวบ่งชี้ถึงความพร้อมในการศึกษาในระดับอุดมศึกษา นอกจากนี้ การลงทะเบียนเรียนซ้ าหลายครั้งยัง
ยิ่งเพ่ิมความเสี่ยงต่อการพ้นสภาพของนักศึกษา เนื่องจากภาระค่าใช้จ่ายที่เพ่ิมขึ้นและความล่าช้าในการส าเร็จ
การศึกษา (Robbins et al., 2004) โดย Bean and Eaton (2000) ยังกล่าวว่า การเรียนซ้ ามีผลกระทบทาง
จิตใจ ท าให้นักศึกษารู้สึกหมดก าลังใจและตัดสินใจลาออกก่อนจบการศึกษา  
  ยิ่งไปกว่านั้น ผลสัมฤทธิ์ในช่วงปีแรกของนักศึกษายังเป็นอีกหนึ่งตัวแปรที่ส าคัญ เนื่องจากนักศึกษาที่
มีผลสัมฤทธิ์ต่ าในปีแรกมีแนวโน้มสูงที่จะลาออกก่อนจบหลักสูตร (Yorke & Longden, 2004; Tinto, 2017) 
ซึ่งมีความสอดคล้องกับการศึกษาในประเทศไทยอย่าง ขวัญจิตร สงวนโรจน์ และภัคสุภาส์ จิตโกศลวณิชย์ 
(2564) ที่พบว่า ปัจจัยด้านผลการเรียน ความรู้พ้ืนฐาน และการสนับสนุนจากครอบครัวเป็นตัวแปรส าคัญที่
ส่งผลต่อนักศึกษาที่ออกกลางคัน นอกจากนี้ งานวิจัยของ จีระนันต์ เจริญรัตน์ (2559) ที่ใช้การจ าแนกประเภท
ด้วย ต้นไม้ตัดสินใจ (Decision Tree) พบว่านักศึกษาที่มีเกรดเฉลี่ยสูงกว่า 3.50 มักได้รับอิทธิพลจากวุฒิ
การศึกษาเดิม ขณะที่นักศึกษาที่มีเกรดเฉลี่ยต่ ากว่า 2.50 มีแนวโน้มพ้นสภาพเนื่องจากปัญหาทางเศรษฐกิจ
และสถานภาพครอบครัว จากการทบทวนวรรณกรรมจึงสรุปได้ว่า เกรดเฉลี่ยสะสมต่ า ผลการเรียนในรายวิชา
หลักที่ไม่ดี การลงทะเบียนเรียนซ้ าหลายครั้ง และผลสัมฤทธิ์ในช่วงปีแรกที่ต่ า ล้วนเป็นปัจจัยส าคัญที่เพ่ิม
โอกาสในการพ้นสภาพของนักศึกษา เนื่องจากสะท้อนถึงปัญหาทางวิชาการ แรงจูงใจที่ลดลง และภาระทาง
เศรษฐกิจที่ส่งผลต่อความสามารถในการส าเร็จการศึกษา 
 
  2.2. เทคนิคเหมืองข้อมูลในการวิเคราะห์ปัจจัยท่ีส่งผลต่อการพ้นสภาพของนักศึกษา 
  เหมืองข้อมูล (Data Mining) เป็นเครื่องมือส าคัญในการวิเคราะห์ข้อมูลขนาดใหญ่และค้นหารูปแบบ
ที่ซ่อนอยู่ในพฤติกรรมของนักศึกษา งานวิจัยหลายฉบับน าเทคนิคเหมืองข้อมูลมาใช้เพ่ือระบุปัจจัยที่มีผลต่อ
การพ้นสภาพของนักศึกษา สุรวัชร ศรีเปารยะ และสายชล สินสมบูรณ์ทอง (2560) แบ่งเทคนิคเหมืองข้อมูล
ออกเป็นสองประเภทหลัก ได้แก่ (1) เทคนิคพยากรณ์ (Predictive Modeling) เช่น การจ าแนกประเภท 
(Classification) และการถดถอย (Regression), และ (2) เทคนิคพรรณนา (Descriptive Modeling) เช่น 
การหากฎความสัมพันธ์ (Association Rule Mining) และการจัดกลุ่ม (Clustering) 
  ในแง่ของการจ าแนกประเภท ชณิดาภา บุญประสม และจรัญ แสนราช (2561) ใช้เทคนิค Decision 
Tree, Naïve Bayes และ K-Nearest Neighbors (KNN) เพ่ือท านายการพ้นสภาพของนักศึกษา พบว่าการ
กู้ยืมเพ่ือการศึกษา สาขาวิชา และอาชีพของบิดามารดาเป็นตัวแปรส าคัญ ขณะที่ ซอและ เกปัน และคณะ 
(2561) ศึกษาการพ้นสภาพของนักศึกษาในสาขาวิทยาการคอมพิวเตอร์โดยใช้ Neural Network และ 
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Support Vector Machine (SVM) และพบว่าผลการเรียนในวิชาพ้ืนฐาน เช่น คณิตศาสตร์และโปรแกรมมิ่ง 
เป็นตัวแปรหลักท่ีมีอิทธิพล  
  นอกจากนี้ ยังมีการหากฎความสัมพันธ์โดยน าอัลกอริทึม Apriori และ FP-Growth มาใช้ค้นหา
ความสัมพันธ์ของรายวิชาที่มีผลต่อการพ้นสภาพของนักศึกษา พบว่ารายวิชาพ้ืนฐานวิชาชีพมีผลต่อการพ้น
สภาพของนักศึกษาในระดับที่มีนัยส าคัญ (บุษราภรณ์ มหัทธนชัย และคณะ, 2559) อีกท้ัง ปฏิพัทธ์ ปฤชานนท์ 
และวงกต ศรีอุไร (2561) พบว่าเกรดในรายวิชาศึกษาทั่วไปมีความสัมพันธ์กับโอกาสการออกกลางคัน ซึ่งบ่งชี้
ว่านักศึกษาที่มีผลการเรียนต่ าในวิชาพ้ืนฐานมีแนวโน้มพ้นสภาพสูงกว่า 
 

2.3. งานวิจัยท่ีเกี่ยวข้อง 
  งานวิจัยที่เกี่ยวข้องกับการพ้นสภาพของนักศึกษาในระดับมหาวิทยาลัยสะท้อนให้เห็นถึงความส าคัญ
ของปัจจัยหลายด้าน เช่น นนทวัฒน์ ทวีชาติ และคณะ (2562) ได้ท าการวิเคราะห์ปัจจัยที่มีผลต่อการพ้น
สภาพของนักศึกษาโดยใช้ Decision Tree และพบว่า การกู้ยืมเพ่ือการศึกษาและเกรดเฉลี่ยจากโรงเรียนมัธยม 
มีผลต่อการพ้นสภาพของนักศึกษาอย่างมีนัยส าคัญ สิรินยา โมสิกะ (2562) ได้ศึกษาความสัมพันธ์ของรายวิชา
ในสาขาวิชาบัญชีโดยใช้ Apriori Algorithm และพบว่ารายวิชาพ้ืนฐานทางการเงินเป็นตัวแปรส าคัญที่มีผลต่อ
ความส าเร็จของนักศึกษา อัจจิมา ปุ่นสุวรรณ และฐิมาพร เพชรแก้ว (2564)   ได้ใช้เทคนิค Association Rule 
Mining ในการวิเคราะห์ปัจจัยที่ส่งผลต่อการพ้นสภาพของนักศึกษาคณะนิติศาสตร์ พบว่า ภูมิหลังการศึกษา
เป็นปัจจัยหลัก ที่ส่งผลต่อการพ้นสภาพของนักศึกษา ขณะที่ เอกวิจัย เมยไธสง และคณะ (2565) ศึกษาการ
พยากรณ์ผลการเรียนของนักศึกษาโดยใช้ Neural Network, Decision Tree และ KNN และพบว่า Neural 
Network ให้ค่าความถูกต้องสูงสุดในการพยากรณ์แนวโน้มการพ้นสภาพ 
  โดยจากการทบทวนวรรณกรรมที่เกี่ยวข้องทั้งหมดเหล่านี้ชี้ให้เห็นว่า เกรดเฉลี่ยสะสม ผลการเรียนใน
รายวิชาหลัก จ านวนครั้งที่ลงทะเบียนเรียนซ้ า และผลสัมฤทธิ์ของนักศึกษาในช่วงปีแรก ล้วนเป็นปัจจัยส าคัญ
ที่ส่งผลต่อการพ้นสภาพของนักศึกษา โดยการน าเทคนิคเหมืองข้อมูล เช่น Decision Tree, Naïve Bayes, 
KNN และ Association Rule Mining เหมาะสมส าหรับการใช้ในการพยากรณ์และวิเคราะห์ความสัมพันธ์ของ
ข้อมูล ซึ่งงานวิจัยนี้จะน า อัลกอริทึม FP-Growth มาใช้ในการค้นหากฎความสัมพันธ์ของรายวิชา และสร้างตัว
แบบจ าแนกประเภทด้วย Decision Tree, Naïve Bayes และ KNN เพ่ือน าไปใช้ในการพยากรณ์และพัฒนา
กลยุทธ์ในการลดอัตราการพ้นสภาพของนักศึกษาในอนาคต 
  แม้ว่าจะมีงานวิจัยจ านวนมากที่ศึกษาปัจจัยที่ส่งผลต่อการพ้นสภาพของนักศึกษา โดยเฉพาะในระดับ
มหาวิทยาลัยหรือระดับสาขาวิชา แต่ยังพบว่า งานวิจัยที่มุ่งวิเคราะห์ข้อมูลเชิงลึกในระดับคณะ โดยเฉพาะใน
บริบทของคณะบริหารธุรกิจ ซึ่งมีลักษณะเฉพาะทั้งในด้านหลักสูตร การบริหารจัดการ และกลุ่มผู้เรียน ยังมีอยู่
อย่างจ ากัด นอกจากนี้ งานวิจัยที่มีการใช้เทคนิคเหมืองข้อมูลในการสร้างแบบจ าลองพยากรณ์ความเสี่ยงส่วน
ใหญ่มักเน้นการใช้เทคนิคขั้นสูง เช่น Neural Network หรือ Support Vector Machine ซึ่งแม้จะให้ค่าความ
แม่นย าสูง แต่มีข้อจ ากัดด้านการตีความและการน าไปใช้จริงในระดับผู้บริหารหรืออาจารย์ที่ปรึกษา เนื่องจาก
โครงสร้างของโมเดลที่ซับซ้อนและไม่สามารถอธิบายได้อย่างตรงไปตรงมา อีกประเด็นที่ยังขาดการศึกษาอย่าง
ชัดเจน คอื การประยุกต์ใช้เทคนิคเหมืองข้อมูลในลักษณะที่ตีความง่าย (interpretable models) เช่น การใช้
ต้นไม้ตัดสินใจ (Decision Tree) หรือการหากฎความสัมพันธ์ (Association Rules) ร่วมกับฐานข้อมูล
นักศึกษาในระดับหลักสูตร เพ่ือพัฒนาเครื่องมือที่สามารถน าไปใช้ในการเฝ้าระวัง ติดตาม และให้ค าปรึกษา
นักศึกษาที่มีความเสี่ยงได้อย่างเป็นระบบ ดังนั้น งานวิจัยฉบับนี้จึงมุ่งเน้นการเติมเต็มช่องว่างดังกล่าว โดย
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วิเคราะห์ปัจจัยที่ส่งผลต่อการพ้นสภาพของนักศึกษาในระดับปริญญาตรี คณะบริหารธุรกิจ มหาวิทยาลัย
เทคโนโลยีราชมงคลธัญบุรี ด้วยเทคนิคเหมืองข้อมูลที่เน้นความสามารถในการตีความ และออกแบบโมเดลที่
เหมาะสมกับการน าไปประยุกต์ใช้จริงในเชิงบริหารและการให้ค าปรึกษาเชิงรุกภายในคณะบริหารธุรกิจ 
มหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรีอย่างเป็นรูปธรรม 
 
3. วิธีด าเนินการวิจัย 

งานวิจัยนี้มีเป้าหมายในการสร้างแบบจ าลองเชิงพยากรณ์เพ่ือคาดการณ์โอกาสที่นักศึกษาจะสามารถ
ศึกษาต่อจนส าเร็จการศึกษาหรือมีแนวโน้มออกกลางคัน โดยใช้เทคนิคเหมืองข้อมูล (Data Mining) ซึ่งเป็น
เครื่องมืออันทรงพลังในการวิเคราะห์และสกัดความรู้จากข้อมูลเชิงซ้อน การศึกษานี้ครอบคลุมนักศึกษาระดับ
ปริญญาตรี คณะบริหารธุรกิจ มหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรีที่ลงทะเบียนเรียนใน ปีการศึกษา 
2562-2565 และด าเนินการผ่านกระบวนการวิ เคราะห์ข้อมูลที่ เป็น ระบบ เพ่ือให้ได้แบบจ าลองที่มี
ประสิทธิภาพสูงสุด 

3.1. ประชากรและกลุ่มตัวอย่าง 
ประชากรและกลุ่มตัวอย่างที่ใช้ในการวิจัย คือ ข้อมูลของนักศึกษาระดับปริญญาตรี คณะบริหารธุรกิจ 

มหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรี ที่เข้าศึกษาระหว่างปี 2562 - 2565 จ านวน 5,034 คน 
3.2. การเก็บรวบรวมข้อมูล 
ข้อมูลที่ใช้ในงานวิจัยนี้เป็น ข้อมูลทุติยภูมิ (Secondary Data) ที่ได้จากระบบบริการการศึกษา

มหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรี ซึ่งผ่านกระบวนการท าความสะอาดข้อมูล (Data Cleaning) เพ่ือลบ
ค่าผิดพลาด (Erroneous Data) และก าจัดค่าที่ขาดหายไป (Missing Values) ก่อนน าเข้าสู่กระบวนการแปลง
ข้อมูล (Data Transformation) ให้เหมาะสมกับการวิเคราะห์ ซึ่งประกอบไปด้วยข้อมูลที่เกี่ยวข้องกับ
พฤติกรรมการเรียนของนักศึกษา โดยเน้นไปที่ตัวแปรส าคัญที่สามารถน ามาใช้เป็น ตัวชี้วัดความส าเร็จหรือ
ความเสี่ยงในการออกกลางคัน ตัวแปรที่ได้รับการคัดเลือก ได้แก่ เกรดเฉลี่ยสะสม เป็นปัจจัยหลักที่บ่งชี้ถึง
ความสามารถทางการเรียนของนักศึกษา ผลการเรียนรายวิชา โดยเน้นรายวิชาหลักท่ีมีความส าคัญต่อหลักสูตร 
จ านวนหน่วยกิตท่ีลงทะเบียนในแต่ละภาคการศึกษา แสดงให้เห็นถึงภาระการเรียนของนักศึกษา สถิติการถอน
รายวิชา และระดับผลสัมฤทธิ์ของนักศึกษาในช่วงปีแรก โดยข้อมูลทั้งหมดผ่านกระบวนการ ท าความสะอาด
ข้อมูล (Data Cleaning) และ แปลงข้อมูล (Data Transformation) เพ่ือให้พร้อมส าหรับการน าไปวิเคราะห์
ด้วยเทคนิคเหมืองข้อมูล 

3.3. เครื่องมือวิจัยและกระบวนการวิเคราะห์ข้อมูล 
การวิเคราะห์ข้อมูลใช้ซอฟต์แวร์ RapidMiner Studio ซึ่งเป็นแพลตฟอร์มชั้นน าด้านการวิเคราะห์

ข้อมูล โดยใช้เทคนิคการจ าแนกประเภท (Classification) เพ่ือพัฒนารูปแบบเชิงคาดการณ์ โดยเปรียบเทียบ
ประสิทธิภาพของ 3 เทคนิคหลัก ได้แก่ 

1. ต้นไม้ตัดสินใจ (Decision Tree) เป็นโมเดลที่ใช้โครงสร้างล าดับชั้น (Hierarchical Structure) ใน
การจ าแนกข้อมูลโดยอาศัยกฎ If-Then Rules ซึ่งช่วยให้สามารถเข้าใจการตัดสินใจของโมเดลได้อย่างชัดเจน 
ข้อดี คือ เข้าใจง่ายและตีความได้ตรงไปตรงมา สามารถจัดการกับตัวแปรเชิงปริมาณและเชิงคุณภาพได้ดี แต่
อาจมีข้อจ ากัดที่อาจเกิดปัญหา Overfitting หากไม่มีการควบคุมความซับซ้อนของต้นไม้ 

2. นาอีฟเบย์ (Naïve Bayes) เป็นโมเดลที่อาศัยทฤษฎีความน่าจะเป็น (Bayes' Theorem) โดยมี
สมมติฐานว่า แต่ละตัวแปรเป็นอิสระต่อกัน (Independence Assumption) ข้อดี คือ สามารถท างานได้ดีแม้
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ในกรณีที่มีข้อมูลจ านวนน้อย ประมวลผลรวดเร็ว และมีความแม่นย าสูงในกรณีที่สมมติฐานเป็นจริง แต่อาจมี
ข้อจ ากัดในเรื่องของสมมติฐานของความเป็นอิสระของตัวแปรอาจไม่สอดคล้องกับข้อมูลจริง 

3. เพ่ือนบ้านใกล้สุด (k-Nearest Neighbors : KNN) เป็นโมเดลที่ใช้ระยะห่างทางคณิตศาสตร์ 
(Euclidean Distance) เพ่ือหาตัวอย่างที่คล้ายคลึงกันมากที่สุด และใช้ข้อมูลเหล่านั้นเป็นฐานในการ
คาดการณ์ ข้อดี คือ ไม่มีการสร้างแบบจ าลองล่วงหน้า ท าให้สามารถรองรับข้อมูลที่มีการเปลี่ยนแปลงได้ดี 
สามารถจัดการกับข้อมูลที่มีโครงสร้างไม่เป็นเชิงเส้น (Non-Linear Data) แต่อาจมีข้อจ ากัดในเรื่องของความ
ซับซ้อนในการค านวณเมื่อขนาดของข้อมูลเพ่ิมขึ้น อ่อนไหวต่อค่าผิดปกติ (Outliers) และต้องมีการเลือก
ค่าพารามิเตอร์ k อย่างเหมาะสม 

 นอกเหนือจากการใช้โมเดลเชิงคาดการณ์ งานวิจัยนี้ยังน า กฎเชิงสัมพันธ์ (Association Rule 
Mining) มาใช้เพ่ือค้นหา รูปแบบ (Patterns) และกฎ (Rules) ที่แอบแฝงอยู่ในข้อมูล ตัวอย่างของกฎที่
น่าสนใจ ได้แก่ หากนักศึกษามี GPA ต่ ากว่า 2.00 และสอบตกในรายวิชาคุณภาพชีวิตที่ดีของพลเมืองยุคใหม่ 
(C009) หรือสอบตกในรายวิชาทักษะการใช้คอมพิวเตอร์และเทคโนโลยีสารสนเทศ (C110) นักศึกษามีโอกาส
ออกกลางคันสูงถึงร้อยละ 85 เป็นต้น 

 
หมายเหต ุ   ข้อมูลปอ้นกลับ (Feedback) 

แผนภาพที่ 2 ขั้นตอนการด าเนินการวิจัยตามกระบวนการ KDD (Knowledge Discovery in Databases) 

1. การท าความเข้าใจปัญหา 
หรือโอกาสเชิงธุรกิจ 

(Business Understanding) 

2. การท าความเข้าใจกับข้อมูล 
(Data Understanding) 

4. การสร้างตัวแบบพยากรณ์ 
(Modeling) 

5. การประเมินประสิทธิภาพ 
(Evaluation) 

6. การน าผลลัพธ์ไปใช้งาน 
(Deployment) 

3. การเตรียมข้อมูลก่อนการวิเคราะห์  
(Data Preparation) 

การประเมินผลต้นแบบพยากรณ์ 
- ค่าความถูกต้อง (Accuracy) 
- ค่าความแม่นย า (Precision) 
- ค่าความสามารถในการตรวจจับ (Recall) 
- ค่าความถ่วงดุล (F1-Score) 

ตัวแบบพยากรณ์ 
การหากฎความสัมพันธ ์
- เทคนิค FP-Growth 
การสร้างตัวแบบจ าแนกข้อมลู 
- ต้นไม้ตดัสินใจ (Decision Tree) 
- นาอีฟเบย์ (Naive Bayes) 
- เพื่อนบ้านใกล้สุด k-Nearest 

Neighbors 

การเตรียมข้อมูลและการจัดการข้อมูล 
- การท าความสะอาดข้อมูล (Data 

Cleaning) 
- การรวมกันของข้อมูล (Data 

Integration) 
- การเตรยีมข้อมูลให้อยู่ในรูปแบบ (Data 

Transformation) 
- การลดมติิของข้อมูล (Data 

Reduction) 
- การวิเคราะห์ข้อมูล (Data Analysis) 
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จากแผนภาพที่ 2 แสดงล าดับขั้นตอนการด าเนินงานวิจัยภายใต้แนวคิดกระบวนการค้นหาความรู้จาก
ฐานข้อมูล (KDD) ซึ่งแบ่งออกเป็น 6 ขั้นตอนหลัก ได้แก่ (1) การท าความเข้าใจปัญหา (Business 
Understanding) เพ่ือก าหนดเป้าหมายและขอบเขตของการวิจัย (2) การท าความเข้าใจกับข้อมูล (Data 
Understanding) เพ่ือส ารวจคุณลักษณะของข้อมูลนักศึกษา (3) การเตรียมข้อมูล (Data Preparation) ซึ่ง
รวมถึงการท าความสะอาดข้อมูล การแปลงรูปแบบข้อมูล และการเลือกตัวแปรที่เหมาะสม (4) การสร้างโมเดล 
(Modeling) โดยใช้เทคนิคเหมืองข้อมูลในการวิเคราะห์ (5) การประเมินผล (Evaluation) เพ่ือเปรียบเทียบ
ความแม่นย าของโมเดลด้วยตัวชี้วัดต่างๆ และ (6) การน าผลลัพธ์ไปใช้งานจริง (Deployment) เช่น การ
พัฒนาระบบแจ้งเตือนล่วงหน้าหรือแนวทางการให้ค าปรึกษาเชิงรุก ทั้งนี้การด าเนินการในแต่ละขั้นตอนมี
ความส าคัญต่อการสร้างแบบจ าลองที่มีประสิทธิภาพและสามารถน าไปใช้ได้จริง 
 
  3.4 ระเบียบวิธีวิจัย 

งานวิจัยฉบับนี้ด าเนินการภายใต้แนวทางของกระบวนการค้นหาความรู้จากฐานข้อมูล (Knowledge 
Discovery in Databases: KDD) ซึ่งเป็นกระบวนการวิเคราะห์ข้อมูลที่เป็นระบบและได้รับการยอมรับอย่าง
กว้างขวางในสาขาการท าเหมืองข้อมูล โดยครอบคลุมตั้งแต่การท าความเข้าใจปัญหา การจัดเตรียมข้อมูล การ
ประมวลผลข้อมูล ไปจนถึงการสร้างแบบจ าลองและประเมินประสิทธิภาพ ทั้งนี้ ผู้วิจัยได้ด าเนินการในแต่ละ
ขั้นตอน ดังแสดงในตารางที่ 1 
 
ตารางท่ี 1 ขั้นตอนกระบวนการ KDD ที่ใช้ในงานวิจัย 

ขั้นตอน รายละเอียด 
1. การท าความเข้าใจ
ปัญหา 

ระบุปัญหาการพ้นสภาพของนกัศึกษาระดับปริญญาตรี และวัตถุประสงค์ในการสร้าง
โมเดลท านายความเสี่ยง 

2. การท าความเข้าใจกับ
ข้อมูล 

ศึกษาโครงสร้างและเนื้อหาของข้อมูล เช่น เพศ ระบบรับเข้า สาขา GPA รายวิชา 
และสถานภาพ 

3. การเตรียมข้อมูล ท าความสะอาด แปลง และลดข้อมูล เพื่อให้เหมาะสมกับการวิเคราะห์ 
- Data Cleaning ลบข้อมูลซ้ า ข้อมูลผิดพลาด เช่น ค่าคะแนน > 4.00 หรือข้อมูลท่ี
มีค่า Null มากเกินไป 
- การจัดการ Missing Values แทนค่าที่หายไปด้วยค่ากลางหรือค่าท่ีพบบ่อยในกลุ่ม 
- การแปลงข้อมูล (Data Transformation) ด าเนินการดังนี้ 
       1. การจัดกลุ่มค่าตัวแปรเชิงปริมาณ (Discretization of Continuous 
Variables) แปลงค่า GPA (เกรดเฉลี่ยสะสม) จากค่าต่อเน่ืองให้เป็นกลุ่ม โดยจัดแบ่ง
ออกเป็นช่วง เช่น  
ต่ ากว่า 2.00 ระหว่าง 2.00-3.00 และมากกว่า 3.00 เพื่อใหส้ามารถน ามาใช้ใน
กระบวนการจ าแนกประเภทได้ง่ายขึ้น และเพื่อเพิ่มความสามารถในการตีความ
ผลลัพธ์ของโมเดล  
       2. ส าหรับตัวแปรเชิงกลุ่ม เช่น สาขาวิชา และ ระบบการรับเข้าศึกษา ถูกแปลง
ให้อยู่ในรูปแบบรหัสตัวเลข (Label Encoding) ซึ่งช่วยให้สามารถน าตัวแปรเหล่านี้
เข้าสู่โมเดลเชิงคณิตศาสตร์ได้อย่างถูกต้อง โดยไม่ท าให้โมเดลเกิดความล าเอียงจาก
ค่าประเภท (Nominal Values) 
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ตารางท่ี 1 (ต่อ) 
ขั้นตอน รายละเอียด 

3. การเตรียมข้อมูล (ต่อ) 3. ตัวแปรท่ีเป็นรายวิชาหรือผลการเรียนรายวิชาได้ถูกจัดให้อยู่ในโครงสร้างท่ี
สามารถน าเข้าสู่กระบวนการหากฎความสัมพันธ์ด้วยเทคนิค FP-Growth ได้อย่างมี
ประสิทธิภาพ เช่น การแทนค่าผลการเรียนเป็นระดับ (เช่น “สอบผ่าน” “สอบตก”) 
เพื่อใช้เป็น input ในกระบวนการ mining 
- Data Reduction คัดเลือกเฉพาะรายวิชาท่ีมีจ านวนนักศึกษาเรียนมากกว่า 30 คน 
และตัดข้อมูลท่ีไม่มีผลต่อสถานภาพออก 

4. การสรา้งแบบจ าลอง ใช้อัลกอริทึม FP-Growth, Decision Tree, Naïve Bayes และ KNN 
5. การประเมินผล ใช้ 5-fold และ 10-fold cross-validation พร้อมตัวชี้วัด ประสิทธิภาพด้วยค่า 

Accuracy, Precision, Recall, F1-Score, ROC Curves และค่า AUC 
6. การน าผลลัพธ์ไปใช้ พัฒนาแนวทางการแจ้งเตือนและให้ค าปรึกษานักศึกษาที่มีความเสี่ยง 

 
จากตารางที่ 1 แสดงการด าเนินการตามกรอบกระบวนการค้นหาความรู้จากฐานข้อมูล (Knowledge 

Discovery in Databases: KDD) โดยกระบวนการเริ่มจากการท าความเข้าใจปัญหาการพ้นสภาพของ
นักศึกษาระดับปริญญาตรี และก าหนดวัตถุประสงค์เพ่ือสร้างโมเดลท านายความเสี่ยง จากนั้นได้ศึกษา
โครงสร้างข้อมูลซึ่งประกอบด้วยตัวแปรต่างๆ เช่น เพศ ระบบรับเข้า สาขาวิชา เกรดเฉลี่ย ผลการเรียนรายวิชา 
และสถานภาพการศึกษา ในขั้นตอนการเตรียมข้อมูล ผู้วิจัยได้ท าความสะอาดข้อมูลโดยลบข้อมูลซ้ าและข้อมูล
ที่มีความผิดพลาด เช่น ค่าคะแนนที่เกิน 4.00 หรือข้อมูลที่มีค่า Null มากเกินไป ส่วนข้อมูลที่หายไปได้รับการ
แทนค่าด้วยค่ากลางหรือค่าที่พบบ่อยในกลุ่ม นอกจากนี้ยังมีการแปลงข้อมูลโดยจัดกลุ่มค่า GPA เป็นช่วง (ต่ า
กว่า 2.00, 2.00–3.00, มากกว่า 3.00) และแปลงตัวแปรสาขาและระบบรับเข้าเป็นรหัสตัวเลข รวมถึงการลด
ขนาดข้อมูลโดยคัดเลือกเฉพาะรายวิชาที่มีนักศึกษาเรียนมากกว่า 30 คน และตัดข้อมูลที่ไม่ส่งผลต่อสถานภาพ 

การวิเคราะห์ข้อมูลในงานวิจัยนี้ประกอบด้วยสองเทคนิคหลัก คือ การหากฎความสัมพันธ์และการ
จ าแนกประเภทข้อมูล ส าหรับการหากฎความสัมพันธ์ ผู้วิจัยเลือกใช้อัลกอริทึม FP-Growth เนื่องจากมี
ประสิทธิภาพในการจัดการข้อมูลขนาดใหญ่ได้อย่างรวดเร็ว โดยก าหนดค่าความเชื่อมั่นขั้นต่ าที่ ร้อยละ 95 
และคัดเลือกเฉพาะกฎที่มีค่า Lift มากกว่า 1 เพ่ือความน่าเชื่อถือ ส่วนการจ าแนกประเภทข้อมูลนั้น ผู้วิจัยได้
ใช้อัลกอริทึม 3 ประเภท ได้แก่ Decision Tree (C4.5) ซึ่งเหมาะกับข้อมูลที่ตีความเป็นล าดับชั้นและให้
ผลลัพธ์ที่เข้าใจง่าย Naïve Bayes ที่มีความแม่นย าสูงส าหรับข้อมูลหลายมิติและประมวลผลได้รวดเร็ว และ k-
Nearest Neighbors (KNN) ที่ใช้งานง่ายและเหมาะกับการแบ่งกลุ่มที่ไม่ซับซ้อน ทั้งนี้ อัลกอริทึมเหล่านี้เป็น
แบบจ าลองน้ าหนักเบา (Lightweight Models) ที่ใช้ทรัพยากรประมวลผลต่ า ตีความง่าย สามารถน าไป
ประยุกต์ใช้ได้จริง และเปิดโอกาสให้มีการพัฒนาต่อยอดได้ในอนาคต 
  ในการประเมินประสิทธิภาพของแบบจ าลอง ผู้วิจัยใช้วิธีการ Cross-Validation ทั้งแบบ 5-Fold และ 
10-Fold เพ่ือแบ่งข้อมูลส าหรับการฝึกและทดสอบอย่างเป็นระบบ โดยใช้ตัวชี้วัดหลายตัว ได้แก่ ค่าความถูก
ต้อง (Accuracy) ซึ่งแสดงความถูกต้องโดยรวมของแบบจ าลอง ค่าความแม่นย า (Precision) ที่วัดความถูกต้อง
ในการท านายกลุ่มที่พ้นสภาพ ค่าความสามารถในการตรวจจับ (Recall) ที่แสดงความสามารถในการตรวจพบ
นักศึกษาที่พ้นสภาพ และค่าความถ่วงดุล (F1-Score) ซึ่งเป็นค่าที่สะท้อนความสมดุลระหว่างค่าความแม่นย า 
(Precision)และค่าความสามารถในการตรวจจับ (Recall) และเพ่ิมการวิเคราะห์ด้วยแผนภาพ ROC Curve 
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และพิจารณาค่า AUC โดยเฉพาะในกรณีที่ข้อมูลมีความไม่สมดุลเพ่ือให้การประเมินประสิทธิภาพของ
แบบจ าลองมีความสมบูรณ์ยิ่งขึ้น 
 
4. ผลการวิจัย 
ผลการวิเคราะห์ข้อมูล 
 งานวิจัยฉบับนี้มุ่งศึกษาปัจจัยที่ส่งผลต่อการพ้นสภาพของนักศึกษาระดับปริญญาตรี คณะ
บริหารธุรกิจ มหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรี โดยประยุกต์ใช้เทคนิคเหมืองข้อมูล เพ่ือออกแบบระบบ
เฝ้าระวังและป้องกันการพ้นสภาพอย่างมีประสิทธิภาพ ผลการวิเคราะห์สามารถน าเสนอได้ดังนี้ 
 
1. การเปรียบเทียบประสิทธิภาพของแบบจ าลองการท านาย 

การวิจัยได้ทดสอบประสิทธิภาพของแบบจ าลองเหมืองข้อมูล 3 เทคนิค ได้แก่ Decision Tree, Naïve 
Bayes และ k-Nearest Neighbors (KNN) โดยเปรียบเทียบประสิทธิภาพด้วยเกณฑ์วัดต่างๆ พบว่า Naïve 
Bayes มีประสิทธิภาพโดยรวมดีที่สุด ดังแสดงในตารางที่ 2 
 
ตารางท่ี 2 การเปรียบเทียบประสิทธิภาพแบบจ าลองที่ใช้ในการพยากรณ์ 

เทคนิคเหมืองข้อมูล Accuracy 
(%) 

Precision 
(%) 

Recall (%) F1-Score 
(%) 

Decision Tree 96.62 91.47 70.87 79.86 
Naïve Bayes 98.07 90.77 88.59 89.67 
k-Nearest Neighbors (KNN) 67.57 20.52 84.68 33.04 

 
จากการเปรียบเทียบประสิทธิภาพของแบบจ าลองการจ าแนกประเภททั้งสามเทคนิค ได้แก่ Decision 

Tree, Naïve Bayes และ k-Nearest Neighbors (KNN) พบว่าแบบจ าลอง Naïve Bayes มีค่าความถูกต้อง 
(Accuracy) สูงที่สุด อยู่ที่ร้อยละ 98.07 สะท้อนถึงความสามารถของแบบจ าลองในการจ าแนกผลลัพธ์ได้อย่าง
ถูกต้องโดยรวม นอกจากนี้ยังให้ค่าความแม่นย า (Precision) ร้อยละ 90.77 และค่าความสามารถในการ
ตรวจจับ (Recall) ร้อยละ 88.59 ซึ่งบ่งชี้ถึงความแม่นย าในการท านายกลุ่มนักศึกษาที่พ้นสภาพ และ
ความสามารถในการตรวจพบกลุ่มนักศึกษาที่มีความเสี่ยงได้อย่างครอบคลุม โดยค่าความถ่วงดุล (F1-Score) 
ซึ่งเป็นค่ากลางระหว่าง ค่าความแม่นย า (Precision) และค่าความสามารถในการตรวจจับ (Recall) อยู่ที่ร้อย
ละ 89.67 แสดงให้เห็นถึงความสมดุลของแบบจ าลองในด้านความแม่นย าและความครอบคลุม ในขณะที่
แบบจ าลอง Decision Tree แม้จะมีค่าความแม่นย าโดยรวมรองลงมา คือ ร้อยละ 96.62 แต่มีความโดดเด่น
ด้านค่าความแม่นย า (Precision) ที่สูงถึงร้อยละ 91.47 อย่างไรก็ตาม ค่าความสามารถในการตรวจจับ 
(Recall) ค่อนข้างต่ า ร้อยละ 70.87 สะท้อนว่าแบบจ าลองอาจไม่สามารถตรวจพบกลุ่มนักศึกษาที่พ้นสภาพได้
ครบถ้วนเท่าที่ควร ส าหรับแบบจ าลอง KNN พบว่ามีค่าความสามารถในการตรวจจับ (Recall) สูงถึงร้อยละ 
84.68 ซึ่งแสดงถึงความสามารถในการตรวจจับนักศึกษาที่พ้นสภาพได้ดี แต่มีค่าความแม่นย า (Precision) 
เพียงร้อยละ 20.52 และค่าความถ่วงดุล (F1-Score) ต่ า ร้อยละ 33.04 จึงไม่เหมาะสมส าหรับการน าไปใช้ใน
เชิงปฏิบัติ เนื่องจากมีแนวโน้มในการพยากรณ์ผิดพลาดในกลุ่มที่ไม่พ้นสภาพในระดับสูง โดยสรุป แบบจ าลอง 
Naïve Bayes แสดงให้เห็นถึงประสิทธิภาพโดยรวมที่ดีที่สุด ทั้งในด้านความแม่นย า ความสมดุลของการ
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จ าแนก และมีความเหมาะสมในการน าไปใช้ในบริบทของการพยากรณ์ความเสี่ยงของนักศึกษาระดับปริญญา
ตรี คณะบริหารธุรกิจ มหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรีต่อไป 
 
2. การวิเคราะห์เมทริกซ์ความยุ่งเหยิง (Confusion Matrix) 

การประเมินประสิทธิภาพของแบบจ าลอง Naïve Bayes ด้วยเมทริกซ์ความยุ่งเหยิง (Confusion Matrix) 
ช่วยให้สามารถวิเคราะห์ผลการพยากรณ์ในแต่ละกลุ่มได้อย่างชัดเจน และจ าแนกความถูกต้องของแบบจ าลองใน
มิติต่างๆ ดังแสดงในตารางที่ 3 

 
ตารางท่ี 3 เมทรกิซ์ความยุ่งเหยิง (Confusion Matrix) ส าหรับแบบจ าลอง Naïve Bayes 

 ท านายว่า “พ้นสภาพ” ท านายว่า “ไม่พ้นสภาพ” 
จริง: พ้นสภาพ 295 (True Positive - TP) 38 (False Negative - FN) 
จริง: ไม่พ้นสภาพ 30 (False Positive - FP) 3,161 (True Negative - TN) 

จากตารางข้างต้นสามารถสรุปผลการจ าแนกของแบบจ าลองได้ดังนี้ 
1. นักศึกษาที่พ้นสภาพจริง และแบบจ าลองสามารถพยากรณ์ได้อย่างถูกต้อง (TP) มีจ านวน 295 คน 
2. นักศึกษาที่พ้นสภาพจริง แต่แบบจ าลองพยากรณ์ผิดว่าไม่พ้นสภาพ (FN) จ านวน 38 คน 
3. นักศึกษาที่ไม่พ้นสภาพจริง แต่แบบจ าลองพยากรณ์ผิดว่าเป็นผู้ที่มีความเสี่ยง (FP) จ านวน 30 คน 
4. นักศึกษาที่ไม่พ้นสภาพจริง และแบบจ าลองพยากรณ์ได้อย่างถูกต้อง (TN) จ านวน 3,161 คน 
ผลการวิเคราะห์แสดงให้เห็นว่า แบบจ าลอง Naïve Bayes มีความสามารถในการจ าแนกโดยรวมได้

อย่างมีประสิทธิภาพ อย่างไรก็ตาม กลุ่มที่ควรให้ความส าคัญเป็นพิเศษคือกลุ่ม False Negative (FN) ซึ่งใน
ที่นี้มีจ านวน 38 คน หมายถึงนักศึกษาที่พ้นสภาพจริง แต่แบบจ าลองไม่สามารถตรวจจับได้ ส่งผลให้อาจารย์ที่
ปรึกษาหรือผู้ที่เกี่ยวข้องอาจไม่สามารถให้ความช่วยเหลือหรือด าเนินการป้องกันได้ทันเวลา แม้ว่าแบบจ าลอง
จะมีค่าความถูกต้อง (Accuracy) อยู่ในระดับสูงถึงร้อยละ 98.07 และมีค่าความสามารถในการตรวจจับ 
(Recall) ส าหรับกลุ่มนักศึกษาที่พ้นสภาพเท่ากับร้อยละ 88.59 ซึ่งถือว่าอยู่ในเกณฑ์ที่ดี แต่การมี จ านวน
นักศึกษาที่หลุดรอดจากการตรวจจับยังคงเป็นความท้าทายในการประยุกต์ใช้โมเดลในสถานการณ์จริง ดังนั้น 
แนวทางในการเพ่ิมประสิทธิภาพของระบบควรให้ความส าคัญกับการเพ่ิมค่าความไว (Sensitivity) หรือค่า
ความสามารถในการตรวจจับ (Recall) ส าหรับกลุ่มนักศึกษาที่พ้นสภาพ พร้อมกับการลดจ านวน False 
Negative ให้เหลือน้อยที่สุดเท่าที่จะเป็นไปได้ เพ่ือยกระดับความแม่นย าของระบบแจ้งเตือนล่วงหน้าและเพ่ิม
ศักยภาพในการให้ค าปรึกษาเชิงรุกได้อย่างมีประสิทธิภาพมากยิ่งข้ึน 
 
3. การวิเคราะห์ด้วย ROC Curve และค่า AUC 

ในการประเมินประสิทธิภาพของแบบจ าลองการพยากรณ์ งานวิจัยนี้ได้น ากราฟ ROC (Receiver 
Operating Characteristic Curve) และค่า AUC (Area Under the Curve) มาใช้เป็นตัวชี้วัดเพ่ือวิเคราะห์
ความสามารถของแบบจ าลองในการแยกแยะระหว่างนักศึกษาที่พ้นสภาพกับนักศึกษาที่ไม่พ้นสภาพ โดยข้อดี
ของการใช้ ROC และ AUC คือสามารถประเมินผลได้โดยไม่ขึ้นกับค่าตัดสิน (threshold) แบบเฉพาะเจาะจง 
ท าให้ได้ภาพรวมของศักยภาพของแบบจ าลองในการจ าแนกได้อย่างแม่นย า ดังแสดงในแผนภาพที่ 3 และ
ตารางที่ 4 
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แผนภาพที่ 3 แผนภาพเปรียบเทียบ ROC Curve ของ Decision Tree, Naïve Bayes และ KNN 
 
ตารางท่ี 4 เปรียบเทียบค่า AUC ที่ได้จากกราฟ ROC ของแบบจ าลองต่างๆ 

แบบจ าลอง ค่า AUC ที่ได้จากกราฟ ระดับประสิทธิภาพ 
Decision Tree 0.872 ดี (Good) 
Naïve Bayes 0.996 ดีเยี่ยม (Excellent) 
k-Nearest Neighbors (KNN) 0.917 ดีเยี่ยม (Excellent) 

จากผลการวิเคราะห์พ้ืนที่ใต้กราฟ ROC พบว่าแบบจ าลองแต่ละชนิดมีระดับความสามารถในการ
จ าแนกกลุ่มเป้าหมายที่แตกต่างกัน โดยสามารถอธิบายได้ดังนี้ 

1. Naïve Bayes ให้ค่า AUC สูงที่สุดที่ 0.996 ซึ่งอยู่ในช่วง 0.90 - 1.00 จัดอยู่ในระดับ “ดีเยี่ยม” 
(Excellent) ตามเกณฑ์ของ Hosmer et al. (2013) แสดงให้เห็นถึงความสามารถในการแยกแยะกลุ่ม
นักศึกษาที่พ้นสภาพและไม่พ้นสภาพได้อย่างแม่นย า และมีความเหมาะสมสูงในการน าไปใช้งานจริง 

2. k-Nearest Neighbors (KNN) มีค่า AUC เท่ากับ 0.917 อยู่ในระดับ “ดีเยี่ยม” (Excellent) 
เช่นกัน สะท้อนถึงความสามารถในการจ าแนกกลุ่มเสี่ยงได้อย่างมีประสิทธิภาพ อย่างไรก็ตาม อัลกอริทึมนี้อาจ
มีข้อจ ากัดด้านประสิทธิภาพเชิงเวลาเมื่อใช้กับชุดข้อมูลขนาดใหญ่หรือซับซ้อน 

3. Decision Tree มีค่า AUC เท่ากับ 0.872 ซึ่งอยู่ในช่วง 0.80 - 0.89 จัดอยู่ในระดับ “ดี” (Good) 
สะท้อนถึงความสามารถในการจ าแนกในระดับที่น่าเชื่อถือ จุดแข็งของแบบจ าลองนี้ คือ ความสามารถในการ
ตีความได้ง่าย สามารถแสดงผลในรูปแบบเงื่อนไข ( if–then rules) ซึ่งเหมาะสมส าหรับผู้ใช้งานที่ไม่มีความ
เชี่ยวชาญด้านเทคนิค โดยเฉพาะการให้ค าปรึกษาเชิงรุก 

สรุป โดยภาพรวม แบบจ าลอง Naïve Bayes และ KNN แสดงศักยภาพสูงในการจ าแนกกลุ่ม
นักศึกษาที่มีความเสี่ยง โดยเฉพาะ Naïve Bayes ที่มีค่า AUC สูงสุดและมีความสม่ าเสมอของผลลัพธ์อย่าง
เด่นชัด ขณะที่แบบจ าลอง Decision Tree แม้จะมีค่า AUC ต่ ากว่าเล็กน้อย แต่ยังคงมีความเหมาะสมอย่างยิ่ง
ส าหรับการใช้งานจริง เนื่องจากสามารถสื่อสารผลการวิเคราะห์ในเชิงเหตุผลได้อย่างเข้าใจง่าย และสามารถ
น าไปสู่การตัดสินใจที่มีประสิทธิภาพได้ทันที 
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4. ปัญหาข้อมูลไม่สมดุล (Imbalanced Data) 
 จากการวิเคราะห์ข้อมูลเบื้องต้นพบว่า กลุ่มนักศึกษาที่พ้นสภาพมีจ านวนน้อยกว่ากลุ่มที่ไม่พ้นสภาพอย่าง
มีนัยส าคัญ กล่าวคือ จากจ านวนนักศึกษาทั้งหมด 5,034 คน มีนักศึกษาที่พ้นสภาพเพียง 475 คน คิดเป็นร้อยละ 
9.44 ของกลุ่มตัวอย่างทั้งหมด ส่งผลให้ชุดข้อมูลมีลักษณะไม่สมดุล ( Imbalanced Data) ซึ่งอาจกระทบต่อ
ประสิทธิภาพของแบบจ าลองการจ าแนก โดยเฉพาะอย่างยิ่งการเรียนรู้ของอัลกอริทึมที่มีแนวโน้มโน้มเอียงไปยัง
กลุ่มที่มีจ านวนมากกว่า เพ่ือแก้ไขปัญหาดังกล่าว งานวิจัยนี้ได้ประยุกต์ใช้เทคนิค SMOTE (Synthetic Minority 
Over-sampling Technique) ในการสร้างข้อมูลตัวอย่างสังเคราะห์จากกลุ่มนักศึกษาที่พ้นสภาพ ส่งผลให้เกิด
ความสมดุลระหว่างกลุ่ม “พ้นสภาพ” และ “ไม่พ้นสภาพ” มากขึ้น ซึ่งช่วยเสริมประสิทธิภาพของแบบจ าลองใน
การเรียนรู้และจ าแนกกลุ่มเป้าหมายได้อย่างเท่าเทียม ดังแผนภาพที่ 4 
 

 
แผนภาพที่ 4 แสดงขั้นตอนการใช้เทคนิค SMOTE (Synthetic Minority Over-sampling Technique) 
 
ตารางท่ี 5 ผลการเปรียบเทียบประสิทธิภาพของแบบจ าลอง (หลังจัดการข้อมูลไม่สมดุล) 

เทคนิคเหมืองข้อมูล Accuracy 
(%) 

Precision 
(%) 

Recall (%) F1-Score 
(%) 

AUC 

Decision Tree 97.45 97.97 96.90 97.43 0.985 
Naïve Bayes 94.91 100.00 89.82 94.63 1.000 
k-Nearest Neighbors 
(KNN) 

81.95 74.57 96.96 84.31 0.983 
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แผนภาพที่ 5 แผนภาพเปรียบเทียบ ROC Curve ของ Decision Tree, Naïve Bayes และ KNN ที่ได้จาก
การจัดการข้อมูลไม่สมดุลด้วยเทคนิค SMOTE 
 

ผลการประเมินประสิทธิภาพของแบบจ าลองหลังการจัดการข้อมูลไม่สมดุลแสดงในตารางที่ 5 พบว่า
แบบจ าลอง Naïve Bayes ให้ค่า AUC สูงสุดเท่ากับ 1.000 สะท้อนถึงความสามารถในการจ าแนกกลุ่มนักศึกษา
ได้อย่างแม่นย าโดยไม่มีข้อผิดพลาด ขณะที่แบบจ าลอง Decision Tree แสดงค่าความถูกต้อง (Accuracy) สูงสุด
ที่ร้อยละ 97.45 และมีค่า AUC อยู่ที่ 0.985 ซึ่งอยู่ในระดับ “ดีเยี่ยม” (Excellent) ตามเกณฑ์ของ Hosmer et 
al. (2013) นอกจากนี้ แบบจ าลอง Decision Tree ยังมีข้อได้เปรียบด้านโครงสร้างแบบกฎเชิงตรรกะ (if–then 
rules) ที่สามารถตีความและน าไปใช้ในการสื่อสารผลลัพธ์กับผู้ใช้งานที่ไม่เชี่ยวชาญด้านเทคนิคได้อย่างมี
ประสิทธิภาพ จึงเหมาะสมต่อการน าไปประยุกต์ใช้ในระบบเฝ้าระวังและระบบแจ้งเตือนล่วงหน้าในบริบทของการ
บริหารจัดการด้านการศึกษาต่อไป 
 
ตารางท่ี 6 เมทริกซ์ความยุ่งเหยิง (Confusion Matrix) ส าหรับแบบจ าลอง Naïve Bayes 

 ท านายว่า “พ้นสภาพ” YES ท านายว่า “ไม่พ้นสภาพ” NO 
จริง: พ้นสภาพ YES 2,866 (True Positive - TP) 325 (False Negative - FN) 
จริง: ไม่พ้นสภาพ NO  0 (False Positive - FP) 3,191 (True Negative - TN) 

 
ตารางท่ี 7 เมทริกซ์ความยุ่งเหยิง (Confusion Matrix) ส าหรับแบบจ าลอง Decision Tree 

 ท านายว่า “พ้นสภาพ” YES ท านายว่า “ไม่พ้นสภาพ” NO 
จริง: พ้นสภาพ YES 3,092 (True Positive - TP) 99 (False Negative - FN) 
จริง: ไม่พ้นสภาพ NO 64 (False Positive - FP) 3,127 (True Negative - TN) 

จากการวิเคราะห์เมทริกซ์ความยุ่งเหยิง (Confusion Matrix) ของแบบจ าลอง Naïve Bayes และ 
Decision Tree หลังการจัดการข้อมูลไม่สมดุล พบว่าแบบจ าลองทั้งสองสามารถจ าแนกนักศึกษาที่พ้นสภาพและไม่
พ้นสภาพได้อย่างมีประสิทธิภาพ แต่มีข้อแตกต่างในเชิงคุณภาพของผลการพยากรณ์ แบบจ าลอง Naïve Bayes มี
จุดเด่นในการจ าแนกนักศึกษาที่ ไม่พ้นสภาพจริง ได้อย่างแม่นย า โดยไม่พบกรณี False Positive เลย อย่างไรก็
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ตาม แบบจ าลองยังมีข้อจ ากัดในการตรวจจับกลุ่มนักศึกษาที่ พ้นสภาพจริง ซึ่งส่งผลให้เกิด False Negative 
จ านวนมากถึง 325 คน อันอาจน าไปสู่ความล่าช้าในการให้ความช่วยเหลือเชิงรุก ในทางกลับกัน แบบจ าลอง 
Decision Tree แสดงผลการพยากรณ์ที่สมดุลยิ่งกว่า โดยสามารถลดจ านวน False Negative เหลือเพียง 99 คน 
และให้ค่า True Positive สูงถึง 3,092 คน แม้จะมี False Positive อยู่บ้าง จ านวน 64 คน แต่ยังอยู่ในระดับที่
ยอมรับได้ในทางปฏิบัติ ทั้งนี้ แบบจ าลองยังมีข้อได้เปรียบด้านความสามารถในการตีความ ซึ่งเอ้ือต่อการน าไป
ประยุกต์ใช้ในระบบแจ้งเตือนล่วงหน้าและการบริหารจัดการนักศึกษาที่มีความเสี่ยง จากผลการวิเคราะห์ข้างต้นจึง
สามารถสรุปได้ว่า แบบจ าลอง Decision Tree มีความเหมาะสมกว่าในการน าไปใช้จริง เนื่องจากให้ผลการ
พยากรณ์ที่แม่นย า มีความสามารถในการตรวจจับกลุ่มเสี่ยงได้ดี และรองรับการใช้งานในเชิงปฏิบัติอย่างมี
ประสิทธิภาพ 
 
5. ปัจจัยส าคัญท่ีส่งผลต่อการพ้นสภาพของนักศึกษา 

จากการวิเคราะห์ข้อมูลด้วยเทคนิคเหมืองข้อมูล สามารถระบุปัจจัยส าคัญที่มีอิทธิพลต่อการพ้นสภาพ
ของนักศึกษาระดับปริญญาตรีได้อย่างชัดเจน โดยมีองค์ประกอบหลักท่ีควรให้ความส าคัญ ดังต่อไปนี้ 

1. เกรดเฉลี่ยสะสม (Grade Point Average: GPA) นักศึกษาที่มีค่า GPA ต่ ากว่า 2.00 มีแนวโน้มสูงที่จะ
พ้นสภาพ โดยเกรดเฉลี่ยสะสมถือเป็นตัวชี้วัดภาพรวมของความส าเร็จทางการเรียนและเป็นดัชนีส าคัญในการคัด
กรองความเสี่ยง 

2. ผลการเรียนในรายวิชาหลัก การได้รับเกรด D+ หรือ F ในวิชาเอกหรือวิชาที่มีความซับซ้อน เช่น 
รายวิชาค านวณ สะท้อนถึงความบกพร่องทางวิชาการในเนื้อหาหลักของหลักสูตร ซึ่งเป็นสัญญาณเตือนที่
ส าคัญ 

3. ความถี่ในการลงทะเบียนเรียนซ้ า นักศึกษาที่ลงทะเบียนเรียนรายวิชาเดียวกันมากกว่า 2 ครั้ง มี
ความเสี่ยงต่อการพ้นสภาพในระดับสูง เนื่องจากแสดงถึงปัญหาการท าความเข้าใจเนื้อหาหรือการจัดการการ
เรียนรู้ในระยะยาว 

4. ผลสัมฤทธิ์ทางการศึกษาในปีแรกของนักศึกษา ผลการเรียนในชั้นปีที่ 1 มีความสัมพันธ์เชิงบวกกับ
ความส าเร็จทางการศึกษาในระยะยาว โดยนักศึกษาท่ีมีผลสัมฤทธิ์ต่ าตั้งแต่ปีแรกมักเผชิญปัญหาในการปรับตัว
และมีโอกาสพ้นสภาพสูงขึ้น 

ผลการวิเคราะห์กฎการตัดสินใจจากแบบจ าลอง Decision Tree พบว่า นักศึกษาที่มีเกรดเฉลี่ยสะสม 
ต่ ากว่า 2.00 และเคยได้รับเกรด D หรือ F ในรายวิชาหลัก มีโอกาสพ้นสภาพสูงถึงร้อยละ 80 ในทางตรงกัน
ข้าม นักศึกษาที่มีเกรดเฉลี่ยสะสม ตั้งแต่ 2.50 ขึ้นไป และไม่มีประวัติการเรียนซ้ า มีโอกาสส าเร็จการศึกษาสูง
ถึงร้อยละ 90 นอกจากนี้ การประยุกต์ใช้แบบจ าลอง Decision Tree ภายหลังการปรับสมดุลข้อมูลด้วย
เทคนิค SMOTE ส่งผลให้ค่าความสามารถในการจ าแนก (AUC) เพ่ิมขึ้นจาก 0.872 เป็น 0.985 และค่า
ความสามารถในการตรวจจับ (Recall) เพ่ิมขึ้นจากร้อยละ 70.87 เป็นร้อยละ 96.90 แสดงให้เห็นว่า
แบบจ าลองมีศักยภาพเพ่ิมข้ึนอย่างมีนัยส าคัญในการระบุและจับกลุ่มนักศึกษาที่มีความเสี่ยงได้อย่างครอบคลุม
และแม่นย ามากยิ่งขึ้น ดังนั้น แบบจ าลอง Decision Tree จึงเหมาะสมอย่างยิ่งส าหรับการพัฒนาเป็นระบบ
เฝ้าระวังความเสี่ยงและระบบแจ้งเตือนล่วงหน้า เพ่ือช่วยให้อาจารย์ที่ปรึกษาและผู้บริหารสามารถติดตาม
นักศึกษากลุ่มเสี่ยงได้อย่างทันท่วงที โดยเฉพาะเมื่อต้องการจัดล าดับความส าคัญของปัจจัยส าคัญ ได้แก่ เกรด
เฉลี่ยสะสม ผลการเรียนในรายวิชาหลัก และประวัติการเรียนซ้ า ซึ่งเป็นตัวชี้วัดส าคัญที่สามารถน าไปใช้
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สนับสนุนการวางแผนการให้ค าปรึกษาเชิงรุกและลดอัตราการพ้นสภาพของนักศึกษาในระดับปริญญาตรีได้
อย่างมีประสิทธิภาพ 
 
5. สรุป อภิปรายผล และข้อเสนอแนะ  

5.1 สรุป และอภิปรายผล  
            ผลการวิจัยพบว่าแบบจ าลองการจ าแนกประเภทด้วยเทคนิค Decision Tree สามารถจ าแนก
สถานภาพของนักศึกษาได้อย่างมีประสิทธิภาพ โดยมีค่าความแม่นย าสูงถึง ร้อยละ 97.45 ซึ่งสูงกว่า Naïve 
Bayes และ k-Nearest Neighbors (KNN) อย่ า งมีนั ยส าคัญ  จุ ด เด่ นของ โม เดล  Decision Tree คือ 
ความสามารถในการสร้างกฎการตัดสินใจที่ตีความได้ง่าย และสามารถน าไปใช้งานเชิงบริหารจัดการได้อย่างมี
ประสิทธิภาพ ผลลัพธ์นี้สอดคล้องกับงานของ Dutt et al. (2017) และ Romero & Ventura (2010) ที่ระบุ
ว่า Decision Tree เป็นเทคนิคที่เหมาะสมกับการวิเคราะห์ข้อมูลด้านการศึกษา เนื่องจากสามารถน าเสนอผล
ในรูปแบบที่เข้าใจได้ง่าย และมีความแม่นย าสูงในงานประเภทการจ าแนกกลุ่มนักศึกษา 
            เมื่อพิจารณาในระดับตัวแปร พบว่า ปัจจัยที่มีอิทธิพลต่อการพ้นสภาพของนักศึกษา ได้แก่ เกรด
เฉลี่ยสะสมต่ ากว่า 2.00 ผลการเรียนในรายวิชาหลัก (โดยเฉพาะวิชาเอกและวิชาค านวณ) การลงทะเบียนเรียน
ซ้ าหลายครั้งในรายวิชาเดิม และผลสัมฤทธิ์ทางวิชาการในปีแรกของการศึกษา ซึ่งสะท้อนถึงปัญหาพ้ืนฐานด้าน
ความรู้ ทักษะการเรียนรู้ และแรงจูงใจในการศึกษา ผลลัพธ์นี้สอดคล้องกับแนวคิดของ Tinto (2012), 
Robbins et al. (2004) และ Kuh et al. (2008) ที่กล่าวถึงผลกระทบของผลสัมฤทธิ์ทางวิชาการและความ
ล้มเหลวในรายวิชาพ้ืนฐานต่อโอกาสการอยู่รอดในระบบการศึกษา นอกจากนี้ ยังตรงกับงานวิจัยในประเทศ
ไทย เช่น ขวัญจิตร สงวนโรจน์ และภัคสุภาส์ จิตโกศลวณิชย์ (2564) ที่พบว่าผลการเรียนและการสนับสนุนเชิง
วิชาการมีบทบาทส าคัญต่อความคงอยู่ของนักศึกษาในระดับอุดมศึกษา 
             กฎการตัดสินใจที่ได้จากแบบจ าลองยังให้ภาพที่ชัดเจนเกี่ยวกับพฤติกรรมกลุ่มเสี่ยง เช่น นักศึกษาที่
มีเกรดเฉลี่ยสะสม ต่ ากว่า 2.00 และได้เกรด D หรือ F ในรายวิชาหลัก มีโอกาสพ้นสภาพสูงถึง ร้อยละ 80 
ในขณะที่นักศึกษาที่มีเกรดเฉลี่ยสะสม ตั้งแต่ 2.50 ขึ้นไป และไม่มีประวัติการเรียนซ้ า มีแนวโน้มส าเร็จ
การศึกษาสูงกว่าร้อยละ 90 ข้อค้นพบนี้สามารถน าไปใช้เป็นเกณฑ์ในการออกแบบมาตรการคัดกรองและ
ติดตามนักศึกษากลุ่มเสี่ยงอย่างเป็นระบบ ซึ่งสอดคล้องกับข้อเสนอของ Bean & Eaton (2000) ที่เน้น
ความส าคัญของข้อมูลเชิงพยากรณ์ในการออกแบบนโยบายสนับสนุนนักศึกษา 
 

5.2 ข้อเสนอแนะในเชิงนโยบาย 
จากผลการวิจัยในครั้งนี้ ผู้วิจัยเสนอแนวทางในการน าผลการวิเคราะห์ไปใช้ประโยชน์ในเชิงนโยบาย

และการบริหารจัดการระดับคณะ เพ่ือป้องกันและลดโอกาสการพ้นสภาพของนักศึกษาอย่างเป็นระบบ ดังนี้ 
1. ควรมีการพัฒนา ระบบแจ้งเตือนล่วงหน้าส าหรับนักศึกษากลุ่มเสี่ยง โดยใช้ตัวแปรส าคัญที่ได้รับ

จากผลการวิเคราะห์ เช่น เกรดเฉลี่ยสะสม การลงทะเบียนเรียนซ้ า และเกรดในรายวิชาหลัก มาเป็นเกณฑ์ใน
การประมวลผลเพ่ือตรวจจับความเสี่ยงของนักศึกษาแบบอัตโนมัติ ระบบนี้ควรถูกเชื่อมโยงกับระบบ
สารสนเทศของคณะและแจ้งเตือนมายังอาจารย์ที่ปรึกษาและเจ้าหน้าที่งานทะเบียนและวัดผล เพ่ือให้สามารถ
ติดตามและให้ความช่วยเหลือได้อย่างทันท่วงที 

2. ควรส่งเสริมการให้ค าปรึกษาเชิงรุกและเฉพาะกลุ่ม โดยเฉพาะนักศึกษาที่เข้าข่ายกลุ่มเสี่ยงตามกฎ
การตัดสินใจของแบบจ าลอง เช่น นักศึกษาท่ีมีเกรดเฉลี่ยสะสมต่ า หรือเรียนซ้ าในรายวิชาส าคัญ ควรได้รับการ
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ให้ค าปรึกษาในด้านการวางแผนการเรียน การจัดการเวลา และการเสริมจุดอ่อนในรายวิชาพ้ืนฐานอย่าง
ต่อเนื่อง โดยเน้นการด าเนินงานตั้งแต่ปีแรกของการศึกษา 

3. คณะควรจัดกิจกรรมเสริมทักษะทางวิชาการ เช่น ค่ายติวเสริมหรือหลักสูตรเร่งรัดเฉพาะรายวิชาที่
มีอัตราการสอบตกสูง เช่น คณิตศาสตร์ ภาษาอังกฤษ หรือสถิติ เพ่ือเพ่ิมโอกาสให้นักศึกษาเข้าใจบทเรียนและ
ลดความจ าเป็นในการลงทะเบียนเรียนซ้ า 

4. ผลการวิเคราะห์สามารถน าไปใช้เป็นข้อมูลประกอบการวางแผนทรัพยากรทางการศึกษาอย่างมี
ประสิทธิภาพ เช่น การจัดสรรจ านวนอาจารย์ที่ปรึกษาให้เพียงพอกับนักศึกษากลุ่มเสี่ยง การจัดระบบ
ทุนการศึกษาให้ตรงกับความต้องการ หรือการจัดหลักสูตรเสริมเฉพาะกลุ่ม ซึ่งจะช่วยลดความเสี่ยงและเพ่ิม
อัตราการส าเร็จการศึกษาของนักศึกษาในระยะยาว 

 
5.3 ข้อเสนอแนะส าหรับการวิจัยในครั้งต่อไป 

          จากข้อค้นพบและข้อจ ากัดที่เกิดขึ้นในการวิจัยครั้งนี้ ผู้วิจัยเห็นว่ามีประเด็นส าคัญหลายประการที่ควร
ได้รับการศึกษาเพ่ิมเติมในอนาคต เพ่ือยกระดับความถูกต้องของแบบจ าลอง เพ่ิมความหลากหลายของข้อมูล 
และขยายโอกาสในการน าผลวิจัยไปประยุกต์ใช้ในบริบทที่กว้างข้ึน ดังนี้ 
 1. ควรขยายขอบเขตของตัวแปรที่ใช้ในแบบจ าลอง โดยเพ่ิมเติมตัวแปรด้านจิตสังคมและพฤติกรรม
ของนักศึกษา เช่น ความถี่ในการเข้าเรียน การส่งงานตรงเวลา ความถี่ในการเข้ารับค าปรึกษา หรือแรงจูงใจใน
การเรียน รวมถึงความผูกพันกับสถาบัน เพ่ือให้แบบจ าลองสามารถสะท้อนพฤติกรรมของนักศึกษาได้
ครอบคลุมมากยิ่งขึ้น การเก็บข้อมูลสามารถด าเนินการผ่านแบบสอบถามมาตรฐาน เช่น แบบวัดแรงจูงใจ 
(Motivated Strategies for Learning Questionnaire: MSLQ) หรือแบบวัดความผูกพันกับการเรียน และ
ควรเชื่อมโยงข้อมูลกับระบบสารสนเทศที่มีอยู่ เช่น การเข้าใช้งานระบบ E-learning หรือการลงทะเบียนใน
ระบบออนไลน์ 
 2. ควรมีการพัฒนาเครื่องมือหรือระบบต้นแบบ (Prototype) ที่สามารถน าผลการวิเคราะห์ไป
ประยุกต์ใช้อย่างเป็นรูปธรรม เช่น การสร้าง Dashboard ติดตามสถานะนักศึกษาแบบรายบุคคล โดยใช้
เครื่องมือพัฒนา Web-based Application หรือ Microsoft Power BI ซึ่งสามารถเชื่อมโยงข้อมูลจากระบบ
ทะเบียนกลางและน าเสนอผลวิเคราะห์ในรูปแบบที่อาจารย์ที่ปรึกษาและเจ้าหน้าที่งานทะเบียนสามารถใช้งาน
ได้จริงในระดับปฏิบัติ ทั้งนี้ เพ่ือให้ผลการวิจัยไม่เพียงแต่เป็นข้อเสนอเชิงทฤษฎี แต่สามารถน าไปประยุกต์ใช้
เพ่ือการเฝ้าระวังและช่วยเหลือนักศึกษาได้อย่างมีประสิทธิภาพและยั่งยืนในบริบทของคณะหรือมหาวิทยาลัย 
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