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Abstract

Currently, a technology exists that detects impurities in frozen food products. It helps in keeping control of the
food safety and quality. The YOLO deep learning model is used combined with a high-resolution camera to
develop a real-time impurity detection system for frozen food. It has the ability to locate and detect small
objects. Therefore, the objective of this research is to increase food impurity detection. Therefore, the objective
of this research is to increase food impurity detection. A data set containing images of plastic, glass, string,
glass, wood, and frozen spinach was generated. A YOLOv4 model was trained on the image dataset. The
model performance can be tested and evaluated using a multiclass confusion matrix. Results show that the
model has an average loss of 5.55 and a mean Average Precision (mAP) of 76%. The model showed that
plastic had the highest detection efficiency when used to detect and classify images of frozen spinach combined
with only one impurity, followed by string, glass, rock, and wood, respectively. The accuracy score, precision
score, recall, and F1-Score of plastic were 52.22%, 52.94%, 55.38%, and 54.14%, respectively.
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Preas 's' o save 1 chart.png - Saved Iteration number 0 efg max_batshes 800000

AR 7 mavhwsuuudnaeslumIinasauns 6 E‘L]LL'U‘U AT 8 NaTBINIRNFOBULUIIAEY YOLOVA

WHRTBINMIRNFAULLLINREY INnagaudsz@nTamwuwnneny 6 3uuy Tasmaiwansnagaud laluudaz
suuuyldaslua13ns Confusion Matrix uazilazifiunanmmasay Ierasaiolud

MInagausuui 1 aaadnlaauazug

LLuua‘haam‘f‘:mmmﬁwmerT'svl,@Tgﬂ@Taa 108 A53 ﬁwmsJLLrT'sﬁ@wmmﬂufmqé"uﬂg\mm 108 @39 Usznauda
anlan 105 39 1Fan 1 39 wazwanadn 2 a3 wazlisansarinouiale 18 asa (@13197 3) Lilavins
Uszifiuminesevlunismasaudszaninnluassivasaaaui wuin @hmwgﬂﬁaa (Accuracy Score),
AANNLNEN (Precision Score), fin3naa (Recall) wazenlaw-1anas (F1-Score) Aa 52.15%, 47.50%, 53.07%
uaz 50.13% AuEey wuusaasiisnansavinneuiale 95.72% waslismansnvinunouale 4.28% (97 4)
MInaFaURUUR 2 AadRnlaaLaTNaEAN

LLum‘hamftmm*mﬁwmﬂwmaan"lﬁgﬂﬁm 108 A% V‘hmslwmaﬁﬂﬁmwmmﬁuf@]qﬁuﬁwm 87 %3
Usznauds dnlaw 86 a3 uazui 1 a3 wazlisunsavihuowansdnle 5 a5 (@13197 3) 1larinns
Uszifiumsnasoudszinsnnluasiivasaaranaiadn WudnA1AugNdAad (Accuracy Score), AR
winen (Precision Score), A13naa (Recall) uazdtan-1anas (F1-Score) Aa 52.22%, 52.94%, 55.38% LA
54.14% mueL wuusaassansarhwsnansanle 97.50% waldmansavhwewsaanle 2.50% (@i 4)
MInasauRUUR 3 Aaadnlaauain

me‘i’maammsnﬁwmﬂﬁuvlﬁgﬂﬁaa 28 N34 v‘hmﬂﬁuﬁ@wmﬂLﬂui'@]q’é"uwgwm 163 33 Usznauday
inlun 82 A% wazwanadn 81 ass uazldmunsnriwefinld 25 ass (@399 3) Lilarinsyszinns
nasaulszantanluasiiuasnanafin w&udﬁﬂ'ﬁmmgﬂﬁad (Accuracy Score), ANANA LW (Precision
Score), A13Aaa (Recall) LazAlaW-1anas (F1-Score) Aa 51.10%, 65.12%, 14.66% Waz 23.93% A1US1A
wuusaasmasahwefinld 88.43% uazldmunsarhweduld 11.57% (@13197 4)
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MInasaURUUR 4 AadRnlaauazdan

me‘haaaﬁmmmﬁﬁmaLﬂ'ﬁanvlﬁgﬂﬁaa 94 a3s vnwedandanmadudnluy 83 a3 uazlimuisarinuig
Fan'le 15 a3 (3eft 3) Warmsdsafiunmeseuyszansmnluassiivesnmadon wuin Aranugndasg
(Accuracy Score), fnANULAKEN (Precision Score), A13Aaa (Recall) wazdtan-1anas (F1-Score) Aa 53.56%,
54.02%, 53.11% Wag 53.56% AufaL wuudaasaansarmeitan’le 92.19% wazladamansariwedanle
7.81% (9411 4)

aInasgauuuLf 5 Aanannluauazlal

wuudraasmuninyiuweldlagndas 15 %3 v‘hmyvlaj”ﬁ@wamﬂuﬂ'@qﬁ'uwgmm 123 53 Usznavuday
inluw 55 a39 15on 60 A39 uazwanadn 8 a9 uazlimunsaviunelafle 44 059 (@15799 3) Lavinnns
Uszifiuminesavdszansnnluassfiuasaaalal wuin A1ANYNABY (Accuracy Score), ANAINLAIUEN
(Precision Score), Ain3Aaa (Recall) kazatan-1ana3 (F1-Score) Aa 54.57%, 41.67%, 10.87% Waz 17.24%
audey uwuudsasmansoruelile 75.82% uazldaunsariwnglle 24.18% (@13197 4)

NINAFDVBUUN 6 ARIERNANLATFID DLW 5 BRhA

' v o
A

LLUU{imaaﬁmmmﬁwmU"l,ﬁ'l,ﬁgﬂﬁaa 5 A59 e ldlanaiaiduingduninua 128 a33 Usznaudi
il 46 A3 fiu 4 39 urh 4 a%9 1 Fan 28 A% uazwanadn 46 a9 uazlisunsnrinue e 50 A
((ﬂ’]i’m‘ﬁl 3) Hevmsdszidiunmaseulszaninwluassivesaaralal wudn ﬂ'ﬂmmgnéfaa (Accuracy
Score), A1ANNLAHEN (Precision Score), An3naa (Recall) uazdlan-1anas (F1-Score) fia 85.62%, 14.29%,
3.76% Wz 5.95% musey uuusaasmansarhwelaile 72.68% waslimansavihwelafle 27.32% (@99fi 4)
rwnofunlanneas 3 A3 ﬁm’mﬁuﬁ@wmmﬂui’mqﬁluwﬂmm 156 053 Usznaues fnluw 60 a%1 157 6 a3
Wi 5 @39 1Fan 20 A3 uazwanadn 65 a%1 wazlimansavnuefnled 33 ass @97 3) arhmadndn
mynaseulzansnwluasiivesnaafin wuin ﬂ'ﬂmmgné’ad (Accuracy Score), AAINLNUEN (Precision
Score), A13Aaa (Recall) hazAlaw-1anas (F1-Score) Aa 84.71%, 20.00%, 1.89% Waz 3.45% AN
wuusaasmasainwefinla 82.81% wagldaunsarhwsinld 17.19% (a13197 4)

wsuialdgneas 6 A3 ﬁwmﬂLLﬁqﬁﬂwmmﬂufmﬁuﬁwm 123 053 Usznause Anluw 45 ass 137 5
A%1 Au 2 39 1Fan 16 A%9 uazwanaan 55 ass wazlimunsnvwenild 57 ass (@139 3) 1avinms
Uszifiuminasavlunisnasaudszinsnnluasifivasaaaui wuin ANA2INDNEaY (Accuracy Score),
fauLdnen (Precision Score), A13aaa (Recall) uazflan-1anas (F1-Score) Aa 85.90%, 15.79%, 4.65%
W8 7.19% auaL wuusaaseansaynwisuiale 69.35% waslisansarhunauiale 30.65% (@139 4)
rwnodanldnneag 44 A3s v‘hmﬂL%anﬁ@wmmﬂui'mqﬁuw&mm 155 053 Ysznaues dnluw 72 a3 laf 4
A%1 #in 3 A%1 Ut 5 A%9 uazwanadn 71 a3s uazlimansovwedanld 41 a3h (an3197 3) Warinnns
Usziiuminesevlunsmaseudszinsanluasiivasaamdon wuiﬂﬂ'ﬂmwgﬂﬁm (Accuracy Score),
faNNLLnEN (Precision Score), fn3nan (Recall) uazenlan-1anas (F1-Score) Aa 72.98%, 23.53%, 22.11%
WAz 22.80% MUAAL LuUFIRasmanIarnwaTanle 82.92% uaslimansavinwnedanla 17.08% (Gl’]i’wﬁ 4)

wswaa@nlagneas 88 A3 ﬁﬂmﬂwmaﬁnﬁﬂwmﬂLﬁui'mq'éiuﬂgwm 129 a%3 Ysznaueae dAnlaw 77
a%1 147 5 @33 fiu 2 A%3 uh 5 @39 wazfen 40 a1 wazlimusavinmenanadnle 13 a3 (15197 3) il
vmydszdiunsnasevlumimasaudszinsanluasifivesaaanaiadin wuin A1AuDNAaY (Accuracy
Score), A1ANLAIHEN (Precision Score), #13naa (Recall) Lazflan-1anas (F1-Score) fa 58.05%, 20.95%,
40.55% W 27.63% NAL LULIIRIENNNTANMENAEAN L 94.35% waz laimunTariuenanadnle
5.65% (AN71971 4)
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P A A .
19199 3 NANIINARDUUILENTNINLBATNENY 6 gﬂu,'uu

NINAFAUVRUUN 1 ANFHNIVNUAZIN

Predicted
Unpredicted
spinach wood rock glass string plastic
spinach 95 0 0 81 1 2 8
wood 0 0 0 0 0 0 0
rock 0 0 0 0 0 0 0
Actual
glass 105 0 0 108 1 2 18
string 0 0 0 0 0 0 0
plastic 0 0 0 0 0 0 0
mamasaulUUf 2 aanadnlaanazNaIEaN
Predicted
Unpredicted
spinach wood rock glass string plastic
spinach 9N 0 0 1 0 96 2
wood 0 0 0 0 0 0 0
rock 0 0 0 0 0 0 0
Actual
glass 0 0 0 0 0 0 0
string 0 0 0 0 0 0 0
plastic 86 0 0 1 0 108 5
MIMAROUUUUR 3 AAERNLTNLAZA
Predicted
Unpredicted
spinach wood rock glass string plastic
spinach 90 0 15 0 0 68 19
wood 0 0 0 0 0 0 0
rock 82 0 28 0 0 81 25
Actual
glass 0 0 0 0 0 0 0
string 0 0 0 0 0 0 0
plastic 0 0 0 0 0 0 0
msﬂﬂaammnﬁ 4 ﬂmas'i'nfmmmxl,%an
Predicted
Unpredicted
spinach wood rock glass string plastic
spinach 92 1 0 0 80 0 3
wood 0 0 0 0 0 0 0
rock 0 0 0 0 0 0 0
Actual
glass 0 0 0 0 0 0 0
string 83 0 0 0 94 0 15
plastic 0 0 0 0 0 0 0
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~ o U
NMINAFIURUUN 5 AaFRNIDNLAL L8

Predicted
Unpredicted
spinach wood rock glass string plastic
spinach 95 21 0 0 51 12 10
wood 55 15 0 0 60 8 44
rock 0 0 0 0 0 0 0
Actual
glass 0 0 0 0 0 0 0
string 0 0 0 0 0 0 0
plastic 0 0 0 0 0 0 0
nsnagauluLfl 6 aaadnlaauazFuSaLuna 5 5ha
Predicted
Unpredicted
spinach wood rock glass string plastic
spinach 104 10 1 13 39 95 3
wood 46 5 4 4 28 46 50
rock 60 6 3 5 20 65 33
Actual
glass 45 5 2 6 16 55 57
string 72 4 3 5 44 71 41
plastic 77 5 2 5 40 88 13
A13197 4 syUHaNIIMARDY
Assessment Class Fry 3 ) S k)
g @ = 2 S S
3 ~ 8§ - 8 . @ _ 7 _ s 3
<8 a8 ¢& g & g8 S 2
1% time spinach 52.15 47.50 53.07 50.13 95.72 4.28
glass 52.15 57.14 50.00 53.33 92.31 7.69
2" time spinach 51.41 51.41 48.40 49.86 98.95 1.05
plastic 52.22 52.94 55.38 54.14 97.50 2.50
3" time spinach 54.67 52.33 52.02 52.17 90.10 9.90
rock 51.10 65.12 14.66 23.93 88.43 11.57
4" time spinach 53.14 52.57 53.18 52.87 98.30 1.70
string 53.56 54.02 53.11 53.56 92.19 7.81
5" time spinach 56.15 63.33 53.07 57.75 94.71 5.29
wood 54.57 41.67 10.87 17.24 75.82 2418
6" time spinach 58.33 25.74 39.68 31.23 98.87 1.13
wood 85.62 14.29 3.76 5.95 72.68 27.32
rock 84.71 20.00 1.89 3.45 82.81 17.19
glass 85.90 15.79 4.65 7.19 69.35 30.65
string 72.98 23.53 22.11 22.80 82.92 17.08
plastic 58.05 20.95 40.55 27.63 94.35 5.65
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asduazandsananiiide

HAaMIANEINLI LD U aasiiTanuning lagsaa (mAP) 76% LLa:ﬁmqtyLﬁmaﬁﬂ (average loss) 5.55 @4
LANANNLUNIINARBIVEI Wu et al. (2020) ﬁﬁﬂmn'limnﬁ'umaﬂl,l,aﬂLﬁﬂﬁﬁygqqyw”uf"I,@TLLri Fuji, Red Love
uaz Gala wuni3eaina laslddanaifun1aioufifsdn YOLOVA wuhuuusaasiianuuiuinlansan (mAP)
97.31% LLasmmL%’fl,unwm'sﬁumﬁ]gaﬁa 72.33 fis Bemssautarnunauuuisalngd uszfinsasresuaen
weviafisaaisiuazusduin LaznINA8asas Zhu & Spachos (2020) ﬁw”@ummiﬂ”mmmﬂﬁmuazmwﬁ'm;@
undruwdanndrs Taslduuudiass YOLOV3 wusnuuusiaasfianuuingilagsiu (mAP) 96.4% was
TNoNwiIuuuiiead YOLO uuuudiasiniiniiaiuiaguuy Real-time s’fiammvfnmmﬁmmzizqﬁﬂme
289700 2AENAIBANNTIFI Lo mfﬂLﬂmwmzmw3Jmn@mlufumaumim%ﬂwxgwﬁagagﬂmwmaq‘ﬁz\imi
NA8BITDI Wu et al. (2020) uaz Zhu & Spachos (2020) AWU11 VT”@aaammmaﬂ‘*ﬁm“ﬁagagﬂmwﬁ
FUREHANTWATALIN LLa:SL%iw:ﬁNi:MNﬂﬁmn'wmwLLazi'quﬁm 30-50 LOUALUAT UAMNUANGAIIN
ﬁ'umsﬁﬂmlumﬁzof‘:ﬁﬁizwmﬂé]”aarhﬂmwu,az"i'@qﬁa 107 LOUANAT ﬁaﬁﬂﬁqﬂia;ﬂagﬂmwﬁvlﬁﬁﬂmmﬁzm
awilidaau ifaanszuzvsszninndesiisanussiagegvitsiuanniinly sansalidagadsnnglu
mwtsfvwaidn Noazdualaitan LLafzmwmﬂ"gwﬁagagﬂmwmaqﬁnhuLLﬁLLﬁqLmzﬁlmﬁaﬂuwg\a 5 THha
ma%uai’mﬁé’numxgﬂiw & wnanlnaiasInu Gesnndanissauun

WWeRansmnsdinisnasauuuuil 1-5 Midun1smagaun1InsrasuLazswunuwIwG18in luusny
Fo5aUwRpg 1 viia wmfﬂmwmUw”niwa;lj':nwﬁ'uwmaﬁnﬁﬂi:ﬁwﬁmwslummmafﬁ'u?oLﬁaﬂugoﬁq@
sosnannfoidan um Au ezl anwdey Wonaseuuunwaeinluunuiuiedetuns 5 oiia luns
NAFALUULT 6 FIAINL wmaﬁnﬁﬂ‘s:ﬁﬂ%mw’lunﬁmaﬁuﬁ'aLﬁaﬂugaﬁq@ JadRdunfAalTan win laf uae
An arudey uawuinsneseuluuuud 6 SUszEnsninnsasiasuiuioudinitnmasauuuui 1-5
ﬁzaftawLﬂuLWiwziumgumaumsm‘%wqwﬁagagﬂmwﬁw%’umsﬁnaammmﬁmaa WunaeIsugadaya
gﬂm‘wLLUULLﬂﬂrTuiuLL@iazﬂawaT,@ﬂvl,xiﬁmsm%awgwﬁagagﬂmwﬁﬂmuﬂmmwagjﬁ’saﬁ'mﬁwﬁwvlﬂﬁmi”u
Anmenuuuiiaesiids ﬁaﬁﬂﬁl,fiaﬁwmmaauuumwn’wuﬁﬁw”nimuLLazﬁaLﬁaﬂuiauagﬂummﬁmﬁ'mﬁ@
msvhwsifananedu seandasiunInanesas ladur 158N Lazame (2565) AIN@WITzLLILUNTRAA
liavavluwksuazlsnlnizasdanawdisainisvaslsalusninudasun lasldinafianisougidedn
(Deep learning) Us2nay Faster R-CNN Inception V2, Faster R-CNN ResNet 101, RetinaNet ResNet 50,
RetinaNet ResNet 101, YOLOv3, W&z Mask R-CNN wazisziiinisz@n5n 1w wud1 YOLOv3 fivz&nTnw
qaqﬂiumsiﬁ‘iﬂiﬂﬂ&aaaa s'f;dﬁﬂ'wLaﬁlﬂmmgnﬁaﬂumiﬁwLLumJaﬂsﬂmauSLULLﬁaLLa:Iiﬂvlﬂﬁ 90.33% WAz
86.46% MURAL aen4dlsnaw Lﬁamuaaumwgn@Tawaai:uuﬁw”wm%uﬁ'umwmﬂﬁ"l,aiLﬂﬂmmiﬁ’[umi
Walkszuy wud annuanugndadlunisiuunliavevloudnaclinlindaaaainia 87.5% uaz 74.0%
awdey sruuiifanuwingrlagsan (mAP) Iumﬁﬁﬁliywﬁaaa‘[sﬂagﬁ 79.19% wazwuinmnAnsialen
Iuﬂwsw‘“@umizuujﬁ‘hﬁ]:ﬁﬂﬁmmwugﬂﬁaaLaﬁﬂmaaszuujﬁwa@ﬁaﬂaa GﬁaLﬂuwammﬂqmmwmmmwﬁ'm

ANHILDINT TINTHANUARABYBIAN UM T IURAE ) 15A e

¥ a
Ll@anNd137919a9
a a ﬂ{ a Q- L = va a a a =3 a a @ a
LaFurt 13803, Faz Anvwatiudd, Signs ¢auan, 28w fusAgly, nrvafing As@Taungny, Aogynigat
& Aawv o ¢ a a a e & a o 4 a 6 o L2 a
Winfisusai, afizu Aaduadarl, Suaw) duenadan uaz gIud ANInIaa. (2565). mItzandliinaiia
masouiidindmiunsiiilinvevluuiuaclnlndvasin. msesuiunsas, 50(1), 216-228.
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