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Abstract 

Currently, a technology exists that detects impurities in frozen food products. It helps in keeping control of the 

food safety and quality. The YOLO deep learning model is used combined with a high-resolution camera to 

develop a real-time impurity detection system for frozen food. It has the ability to locate and detect small 

objects. Therefore, the objective of this research is to increase food impurity detection. Therefore, the objective 

of this research is to increase food impurity detection. A data set containing images of plastic, glass, string, 

glass, wood, and frozen spinach was generated. A YOLOv4 model was trained on the image dataset. The 

model performance can be tested and evaluated using a multiclass confusion matrix. Results show that the 

model has an average loss of 5.55 and a mean Average Precision (mAP) of 76%. The model showed that 

plastic had the highest detection efficiency when used to detect and classify images of frozen spinach combined 

with only one impurity, followed by string, glass, rock, and wood, respectively. The accuracy score, precision 

score, recall, and F1-Score of plastic were 52.22%, 52.94%, 55.38%, and 54.14%, respectively. 
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บทคดัย่อ 

ปัจจุบนัมกีารพฒันาระบบในการตรวจจบัสิง่เจอืปนในผลติภณัฑ์อาหารแช่แขง็ ซึ่งช่วยในการตรวจสอบคุณภาพและ

ความปลอดภยัในอาหาร การนําระบบการเรยีนรูเ้ชงิลกึทีใ่ชแ้บบจาํลอง YOLO มาพฒันาระบบการตรวจจบัสิง่เจอืปนใน

อาหารแช่แขง็แบบเรยีลไทม์ร่วมกบักล้องถ่ายภาพความละเอยีดสูง สามารถตรวจจบัและระบุตําแหน่งของวตัถุขนาด

เลก็ได ้ดงันัน้งานวจิยัน้ีจงึมวีตัถุประสงคเ์พื่อเพิม่ความแม่นยาํในการตรวจจบัสิง่เจอืปนในอาหาร โดยมขี ัน้ตอนการวจิยั 

คือ การเตรียมชุดขอ้มูลภาพผกัโขม ไม้ แก้ว เชือก พลาสติก และหิน ฝึกสอนแบบจําลอง YOLOv4 ด้วยชุดขอ้มูล

รูปภาพ และทดสอบและประเมินประสิทธิภาพแบบจําลองด้วย Multiclass confusion matrix ผลการศึกษาพบว่า 

แบบจาํลองน้ีมคีวามแม่นยาํโดยรวม (mAP) 76% และมค่ีาสญูเสยีเฉลีย่ 5.55 กรณีการทดสอบการตรวจจบัและจาํแนก

สิง่เจอืปนบนภาพถ่ายผกัโขมรวมกบัสิง่เจอืปนเพยีง 1 ชนิด พบว่า แบบจาํลองมปีระสทิธภิาพในการตรวจจบัพลาสตกิ

สูงทีสุ่ด รองลงมาคอื เชอืก แก้ว หนิ และไม ้ตามลําดบั โดยแบบจําลองมปีระสทิธภิาพในการตรวจจบัพลาสติก มค่ีา

ความถูกตอ้ง, ค่าความแม่นยาํ, ค่ารคีอล และค่าเอฟ-1สกอร ์คอื 52.22%, 52.94%, 55.38% และ 54.14% ตามลําดบั 
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บทนํา 

ผกัโขม (Spinacia oleracea L.) มคุีณค่าทางโภชนาการสูงและมกีารบรโิภคกนัอย่างแพร่หลาย ในปี 2564 ผกัโขม 

แช่แขง็ ผกัโขมสด ผกัโขมน่ึงหรอืตม้ เป็นผลติภณัฑท์ีม่กีารซื้อขายมากเป็นอนัดบัที ่3287 ของโลก โดยมมีลูค่าการคา้

รวม 327 ล้านดอลลาร์ ระหว่างปี 2563 ถึง 2564 การส่งออกผกัโขมแช่แข็ง ผกัโขมสด ผกัโขมน่ึงหรือต้มเพิ่มขึ้น 

0.68% จาก 325 ลา้นดอลลารเ์ป็น 327 ลา้นดอลลาร ์ในทางการคา้ผกัโขมแช่แขง็ ผกัโขมสด ผกัโขมน่ึงหรอืตม้ คดิเป็น 

0.000016% ของการค้าทัง้หมดของโลก โดยปี 2564 ผู้ส่งออกผกัโขมแช่แขง็ ผกัโขมสด ผกัโขมน่ึงหรอืต้มรายใหญ่ 

ได้แก่ เบลเยยีม (104 ล้านดอลลาร์) จนี (88.9 ล้านดอลลาร์) สเปน (22.8 ล้านดอลลาร์) เนเธอร์แลนด์ (20.9 ล้าน

ดอลลาร์) และเมก็ซิโก (20.9 ล้านดอลลาร์) และผู้นําเขา้ผกัโขมแช่แขง็ ผกัโขมสด ผกัโขมน่ึงหรอืต้มรายใหญ่ ไดแ้ก่ 

ญี่ปุ่น (69.8 ล้านดอลลาร์) สหรัฐอเมริกา (40.9 ล้านดอลลาร์) เยอรมนี (37.1 ล้านดอลลาร์) ฝรัง่เศส (21.8 ล้าน

ดอลลาร)์ และสหราชอาณาจกัร (14 ลา้นดอลลาร)์ (The Observatory of Economic Complexity, 2021) ผูบ้รโิภคนิยม

นําผกัโขมแช่แขง็มารงัสรรคเ์มนูอาหารมากมาย เน่ืองจากหาซื้อไดง้า่ย มอีายุการเกบ็รกัษาทีย่าวนานทาํใหส้ามารถหา

ซื้อไดต้ลอดทัง้ปี ในการเกบ็รกัษาผกัโขมแช่แขง็นัน้มขีอ้ควรระวงัเรื่องการเปลีย่นแปลงอุณหภูมใินหอ้งเกบ็รกัษาหรอืตู้

แช่แขง็ หากผกัโขมแช่แขง็เกดิการละลายในระหว่างการเกบ็รกัษานัน้ การจะนําผกัโขมกลบัมาแช่แขง็อกีครัง้ จะส่งผล

ต่อเน้ือสมัผสัของผกั ทาํใหเ้กดิการสญูเสยีสารอาหารและน้ําหนักของผกัโขมไป (Dermesonluoglu et al., 2015) 

ดงันัน้หลงัการเกบ็เกี่ยวจงึต้องแช่แขง็ผกัโขมใหเ้รว็ทีสุ่ด เพื่อรกัษาคุณภาพของผกัโขม ทําใหม้สีิง่เจอืปนตดิมากบัผกั

โขมแช่แขง็ ก่อนจะแปรรปูสู่ผูบ้รโิภคจาํเป็นตอ้งทาํการคดัแยกสิง่เจอืปนเหล่านัน้ออกเสยีก่อน โดยปกตจิะใชแ้รงงานคน

ในการคดัแยกสิง่เจอืปน ซึง่ส่งผลใหม้กีารใชแ้รงงานและเวลามาก แต่ในทางกลบักนัการจะรกัษาคุณภาพของผกัโขมแช่

แขง็จําเป็นตอ้งใชเ้วลาใหน้้อยทีสุ่ดในการคดัแยกสิง่เจอืปน เพื่อไม่ใหก้ระทบต่อคุณภาพของผลผลติและขอ้ปฏบิตัติาม

มาตรฐานการแปรรปูอาหาร 

ปัจจุบันมีการนําระบบการเรียนรู้ของเครื่อง (Machine learning) เข้ามาใช้งานในภาคส่วนต่างๆ รวมถึง

ภาคอุตสาหกรรม เน่ืองดว้ยมปีระสทิธภิาพและความแม่นยาํ สามารถลดตน้ทุนค่าแรงงาน และมปีระสทิธภิาพมากกว่า

มนุษยท์ีจ่ะทาํได ้นอกจากน้ีระบบการเรยีนรูข้องเครือ่งจกัรยงัสามารถตรวจสอบคุณภาพและความปลอดภยัของอาหาร 

การคดัเกรดผลติผลทางการเกษตร และการตรวจจบัวตัถุแปลกปลอมในผลติภณัฑไ์ดอ้กีดว้ย (Zhu et al., 2021) มกีาร

พฒันาระบบในการตรวจจบัสิง่เจอืปน ตรวจสอบคุณภาพและความปลอดภยัในอาหารมากมาย ไม่ว่าจะเป็นการพฒันา

โครงข่ายประสาทเทยีม (Convolutional neural network: CNN) ตรวจจบัวตัถุแปลกปลอม เช่น เศษใบไม้เน้ือและ

ชิ้นส่วนโลหะทีป่ะปนอยู่กบัผลวอลนัต (Walnuts) พบว่าสามารถแบ่งส่วนวตัถุแปลกปลอมออกจากผลวอลนัตไดแ้ละมี

ความแม่นยาํถงึ 99.5% และการจําแนกประเภทถูกตอ้งถงึ 95% (Rong et al., 2019) หรอืการพฒันาระบบการเรยีนรู้

เชงิลกึ (Deep learning) ด้วยแบบจําลอง YOLO (You only look once) ซึ่งเป็นแบบจําลองการตรวจจบัวตัถุแบบ

เรยีลไทม ์สามารถตรวจจบัและระบุตําแหน่งของวตัถุขนาดเลก็ได ้(Zhu & Spachos, 2020) 

จากการวจิยัขา้งต้นวธิกีารตรวจหาสิง่ปลอมปน โดยใชก้ารเรยีนรูเ้ชงิลกึดว้ยแบบจําลอง YOLOv4 เหมาะสําหรบัการ

นํามาพฒันาเพื่อใชต้รวจจบัสิง่เจอืปนในผกัโขมแช่แขง็ทีม่ขีนาดเล็ก ดงันัน้งานวจิยัน้ีจงึมวีตัถุประสงค์เพื่อเพิม่ความ

แม่นยาํในการตรวจจบัสิง่เจอืปนในอาหารดว้ยการเรยีนรูเ้ชงิลกึโมเดล YOLOv4 ในการตรวจจบัและจาํแนกสิง่เจอืปน 5 

ชนิด ไดแ้ก่ ไม ้กอ้นหนิ เศษแกว้ เชอืก และพลาสตกิ ในผกัโขมแช่แขง็ 

 

การทบทวนวรรณกรรม 

การตรวจจบัวตัถุ (Object detection) เป็นการตรวจจบัและระบุวตัถุภายในภาพน่ิงหรอืวดิโีอซึ่งทําการวเิคราะห์ผ่าน

คอมพวิเตอร์ ในยุคปัจจุบนัดว้ยความทนัสมยัของเทคโนโลยทีีม่ากขึน้ ทําใหม้กีารหนัมาเลอืกใชเ้ทคนิคทีใ่ชก้ารเรยีนรู้

เชงิลกึเพื่อใหร้วดเรว็และแม่นยํามากยิง่ขึน้ ซึ่งกระบวนการของการตรวจจบัจะเริม่จากการนําเขา้ขอ้มูลและทําการดงึ
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เอาคุณลกัษณะที่สําคญัของชุดข้อมูลฝึกฝนมาประมวลผลเพื่อนําไปแยกประเภทของวตัถุนัน้แล้วก็ทํานายผลลพัธ์

สุดทา้ยออกมาวา่จดัอยู่ในคลาสชนิดใด โดยเทคนิคทีใ่ชส้าํหรบัตรวจจบัวตัถุจะสามารถแบ่งออกเป็น 2 ประเภท ไดแ้ก่  

1) One-stage object detection ซึ่งมจีุดเด่นในเรื่องของความเร็วที่ใชใ้นการประมวลผล ปัจจุบนัมกีารพฒันารุ่นใหม่

ออกมามากขึน้ ซึง่เพิม่ความแม่นยาํทีส่งูขึน้และสามารถนําไปใชง้านจรงิได ้

2) Two-stage object detection เป็นกระบวนการแรกๆ ที่ได้มกีารใช้และเป็นที่นิยมก่อนที่ One-Stage จะถูกคดิค้น

ขึน้มา โดยจะใช ้Region Proposal ซึ่งจะมจีุดเด่นในเรื่องของความแม่นยาํทีสู่งแต่จะไม่รวดเรว็เน่ืองจากมกีระบวนการ

ทาํงานหลายขัน้ตอน (พุฒพิงศ ์จนัทรแ์จ่ม, 2563) 

YOLO เป็นอลักอรทิมึสําหรบัการตรวจจบัวตัถุจดัอยู่ในประเภท One-stage object detection ซึ่งมแีนวคดิในการมอง

ปัญหาทัง้หมดเป็นปัญหาเดยีวในรูปของการวเิคราะห์การถดถอย (Regression) ในการทํานายขอบเขตของกล่อง 

(Bounding box) ทีล่อ้มวตัถุในภาพและความน่าจะเป็นของวตัถุทีอ่ยู่ในกรอบนัน้ออกมาพรอ้มกนัทเีดยีว ทาํใหม้จีุดเด่น

ในเรื่องของความรวดเรว็มากกว่าอลักอรทิมึอื่นๆ (Swiezewski, 2020) นอกจากน้ี YOLO ยงัเป็นเทคโนโลยกีารรูจ้ํา

วตัถุแบบเรยีลไทม์ที่มชีื่อเสยีงมากซึ่งสามารถจดจําวตัถุหลายชิ้นในเฟรมเดยีวได้ มรีายงานว่า YOLOv4 ได้รบัการ

ออกแบบให้มปีระสทิธภิาพในการระบุวตัถุด้วยความแม่นยําและความเร็วทีม่ากกว่าระบบอื่นๆ ที่มอียู่ในตลาด เช่น 

Google TensorFlow, RetinaNet/MaskRCNN, EfficientDet และ FaceBook Pytorch/Detectron, Yolov3-ASFF บน

ชุดขอ้มลู Microsoft COCO นอกจากน้ี YOLOv4 ยงัสามารถจดจาํคลาสมากกว่า 9000 คลาส พรอ้มกบัคลาสทีต่รวจไม่

พบ สามารถระบุกล่องขอบเขตรอบวตัถุ และมีความยืดหยุ่นสูงที่ปรับใช้ได้ง่ายในสภาพแวดล้อมการผลิตต่างๆ  

(Bochkovskiy et al., 2020) 

 

วิธีการวิจยั 

การเตรียมชุดข้อมูลรปูภาพ 

ถ่ายภาพผกัโขม และสิง่เจอืปน 5 ชนิด ไดแ้ก่ ไม ้กอ้นหนิ เศษแกว้ เชอืก และพลาสตกิ (ภาพที ่1) ดว้ยกลอ้ง IDS UI-

3590CP-C-HQ Rev.2 ที่ติดตัง้อยู่สูงจากสายพานลําเลียง 107 เซนติเมตร (ภาพที่ 2) ขนาดภาพที่ถ่ายได้คือ 

1,224*920 พกิเซล ภายใต้สภาพแสง LED สขีาวที่ความเขม้แสงที่ตกกระทบสายพานลําเลยีง ที่ 1,056-1,702 ลกัซ์ 

(วดัด้วยเครื่องวดัความเขม้แสงรุ่น UT383BT Mini Light Meters) (ภาพที่ 3) ทําการถ่ายภาพผกัโขม ไม้ แก้ว เชอืก 

และพลาสตกิ อย่างละ 1,000 ภาพ หนิ 666 ภาพ (เน่ืองจากใน 1 ภาพ หนิมขีนาดเลก็และจาํนวนมากกว่าสิง่เจอืปนอื่น

และลกัณะของหนิทีถ่่ายไดม้ลีกัษณะทีค่ลา้ยคลงึกนั การถ่ายเพยีง 666 ภาพ จงึเพยีงพอสาํหรบัการทําชุดขอ้มลู) ใน 1 

ภาพ จะทาํการครอบตดัรปูใหม้ใีหม้ขีนาด 352*480 พกิเซล จาํนวน 9 ภาพ นําภาพทีไ่ดท้ัง้หมดจากการครอบตดัรปูมา

ทําการ label ข้อมูลด้วยโปรแกรม LabelImg v1.8.0 โดยวิธีการ label จะเป็นการสร้าง Bounding box เป็นกล่อง

สี่เหลี่ยมที่คลุมวตัถุทีส่นใจ (Solawetz, 2020) (ภาพที่ 4 (ก)) หลงัจากนัน้จะได้ผลลพัธ์มาอีกหน่ึงไฟล์ในรูปแบบของ 

text file (.txt) โดยในไฟลน้ี์จะระบุว่ามวีตัถอุะไรบา้งในภาพถ่ายและวตัถุนัน้อยู่ทีต่ําแหน่งพกิดัของภาพทีเ่ท่าใด (ภาพที ่

4 (ข)) 

 

 
(ก) (ข) (ค) (ง) (จ) 

ภาพท่ี 1 สิง่เจอืปน 5 ชนิด ไดแ้ก่ (ก) ไม,้ (b) หนิ, (ค) แกว้, (ง) เชอืก, (จ) พลาสตกิ 
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(ก) (ข)  (ค) 

ภาพท่ี 2 อุปกรณ์ ประกอบดว้ย (ก) กล่องไฟ (Light Box), (ข) สายพานลําเลยีง (Conveyor), (ค) กลอ้งและไฟ LED 

 

 
ภาพท่ี 3 ค่าความเขม้แสงของแต่ละตําแหน่งบนสายพานลําเลยีง 

 

  
(ก) (ข) 

ภาพท่ี 4 การสรา้งชุดขอ้มลูของรปูภาพ คอื (ก) กระบวนการตดิฉลากวตัถ,ุ (ข) ไฟลใ์นรปูแบบของไฟลข์อ้ความ (text file) 

 

โดยใน ภาพที ่4 (ข) โดยแต่ละแถวคอืแต่ละวตัถุในรูปภาพนัน้ๆ ซึ่งแต่ละแถวจะแบ่งแต่ละค่าดว้ยช่องว่าง โดย ค่าใน

ตําแหน่งที ่1 คอื ประเภทของวตัถุ ไดแ้ก่ 0 คอื ผกัโขม 1 คอื ไม ้2 คอื หนิ 3 คอื แกว้ 4 คอื เชอืก และ 5 คอื พลาสตกิ 

ค่าในตําแหน่งที่ 2 กบั 3 คอืตําแหน่งตรงกลางของ Bounding box ว่าอยู่จุดใดของรูปภาพในรูปแบบของ X และ Y 

ตามลําดบั และค่าในตําแหน่งที ่4 กบั 5 คอืความกวา้งและความสงูของ Bounding box 

นําไฟลร์ปูภาพและไฟลท์ีไ่ดจ้ากการ Label มาทาํการเพิม่จาํนวนรูปภาพ โดยการปรบัแต่งรปูภาพดว้ยโปรแกรมภาษา 

Python ร่วมกบัไลบราร ีOpenCV ซึง่ไดท้าํการปรบัแต่งภาพ โดยการหมุนภาพ (Rotate) ทาํการหมุน 3 แบบ คอื หมนุ 

90, 180 และ 270 องศา และรปูภาพตน้ฉบบั (Original image) ปรบัความชดัของรปูภาพ (Blur) 2 ระดบั คอื (5,5) และ 

(11,11) ปรบัความสว่างของรูปภาพ (Brightness) 2 ระดบั คอื -20 และ 20 พลกิรูปภาพ (Flip) 3 แบบ คอื พลกิแนวตัง้, 

พลกิแนวนอน, และพลกิทัง้แนวตัง้และแนวนอน ดงันัน้รูปที่ใช้ในการฝึกสอนแบบจําลองครัง้น้ีประกอบไปด้วยภาพ 
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ผกัโขม ไม้ เศษแก้ว เชือก และพลาสติก อย่างละ 99,000 ภาพ และภาพหนิ 12,062 ภาพ รวมรูปภาพที่ใช้ในการ

ฝึกสอนทัง้หมด 507,062 ภาพ ทําการเปลี่ยนชื่อโฟลเดอร์เป็น obj และทําการ zip ไฟล์ เตรยีมไว้สําหรบัการนําชุด

ขอ้มลูรปูภาพไปฝึกสอนแบบจาํลอง YOLOv4 

 

 
ภาพท่ี 5 ขัน้ตอนการทาํชุดขอ้มลู ภาพท่ี 6 แผนการตรวจจบัสิง่เจอืปน 

 

การฝึกสอนแบบจาํลอง YOLOv4 

นําชุดข้อมูลรูปภาพ 507,062 ภาพ ที่จ ัดทําขึ้นมาฝึกสอนแบบจําลอง YOLOv4 บนคอมพิวเตอร์ CPU: 12th Gen 

Intel(R) Core(TM) i5-12400F 2.50 GHz RAM: 32.0 GB GPU: NVIDIA GeForce RTX 3070 8 GB GDDR6 (LHR) 

ดว้ยโปรแกรม Darknet กําหนดจํานวนรอบในการฝึกฝนเท่ากบั 600,000 รอบ ฝึกสอนแบบจําลองไปจนได ้average 

loss โดยค่าที่ดทีี่สุดจะต้องตํ่ากว่า 0.05 หรอือย่างน้อยตํ่ากว่า 0.3 หรอืจนกระทัง่ค่า average loss คงที่ จงึหยุดการ

ฝึกสอนแบบจาํลองแลว้จะไดไ้ฟล ์yolov4-custom_dest.weights ทีจ่ะนํามาใชส้าํหรบัการประเมนิประสทิธภิาพต่อไป 

การประเมินประสิทธิภาพของแบบจาํลอง 

นําไฟลท์ีไ่ดจ้ากขัน้ตอนการฝึกสอนแบบจาํลองมาทดสอบตรวจจบัสิง่เจอืปนในผกัโขมบนภาพถ่าย ซึง่ชุดขอ้มลูรปูภาพ

สําหรบัการทดสอบจะเป็นภาพทีถ่่ายดว้ยกล้องถ่ายภาพชนิดเดยีวกนั สภาพแสงและระดบัตดิตัง้เป็นตําแหน่งเดยีวกนั 

โดยใน 1 ภาพถ่าย จะทาํการครอบตดัรปูใหม้ใีหม้ขีนาด 352*480 พกิเซล จาํนวน 9 ภาพ หลงัจากนัน้จงึนํามาประเมนิ

ประสทิธภิาพของแบบจาํลอง บนภาพถ่าย 6 รปูแบบ (ตารางที ่1) 
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ตารางท่ี 1 การทดสอบประสทิธภิาพ 

รปูแบบท่ี ลกัษณะรปูภาพท่ีนํามาทดสอบ จาํนวนภาพทดสอบ (ภาพ) 

1 ภาพผกัโขม 10 ชิน้ รวมกบัแกว้ 10 ชิน้ 90 

2 ภาพผกัโขม 10 ชิน้ รวมกบัพลาสตกิ 10 ชิน้ 90 

3 ภาพผกัโขม 10 ชิน้ รวมกบัหนิ 10 ชิน้ 90 

4 ภาพผกัโขม 10 ชิน้ รวมกบัเชอืก 10 ชิน้ 90 

5 ภาพผกัโขม 10 ชิน้ รวมกบัไม ้10 ชิน้ 90 

6 ภาพผกัโขม 10 ชิน้ รวมกบัสิง่เจอืปนชนิดละ 10 ชิน้ 90 

 

การประเมนิประสทิธภิาพแบบจําลองจะใชก้ารทดสอบตรวจจบัวตัถุบนภาพถ่ายและนําผลลพัธ์ทีผ่่านการทดสอบแลว้ 

ทาํเป็นตาราง Confusion matrix (ตารางที ่2) โดย  

- True Positive (TP) คอื ผลการทาํนายถูกตอ้งตามค่าทีค่าดหวงั (หรอื ขอ้มลูทีท่าํนายตรงกบัขอ้มลูจรงิในคลาสทีกํ่าลงั

พจิารณา) 

- True Negative (TN) คอื ผลการทํานายถูกต้อง สําหรบัความจรงิที่ขอ้มูลไม่อยู่ในคลาส และผลทํานายว่าไม่อยู่ใน

คลาส (หรอื ขอ้มลูทีท่าํนายผดิเป็นคลาสทีไ่ม่ไดพ้จิารณา) 

- False Positive (FP) คอื ผลทํานายไม่ถูกต้อง เน่ืองจากขอ้มูลจรงิทีไ่ม่อยู่ในคลาส แต่ผลทํานายว่าอยู่ในคลาส (หรอื 

ขอ้มลูทีท่าํนายผดิเป็นคลาสทีกํ่าลงัพจิารณา) 

- False Negative (FN) คอื ผลการทาํนายไม่ถูกตอ้ง ซึง่ความเป็นจรงิขอ้มลูอยู่ในคลาส แต่ในขณะทีผ่ลทาํนายว่าไม่อยู่

ในคลาส (หรอื ขอ้มลูทีท่าํนายตรงกบัขอ้มลูจรงิในคลาสทีไ่ม่ไดพ้จิารณา) 

 

ตารางท่ี 2 Confusion Matrix 

 
Predicted 

Positive Negative 

Actual 
Positive TP FN 

Negative FP TN 

 

หลงัจากนัน้จะทาํการประเมนิการทดสอบ (Luque et al., 2019) โดยการคาํนวณ 

1) Accuracy Score คอื สดัส่วนเปอรเ์ซน็ตค์วามถูกตอ้ง คอื จาํนวนทีท่าํนายถูก/จาํนวนทัง้หมด ตามสมการ 1  

Accuracy = 
TP + TN

TP + TN + FP + FN 
 (1) 

2) Precision Score คอื ความแม่นยาํของผลทาํนายจะสนใจผลทาํนายหรอื Prediction คาํนวณเป็นค่าสดัส่วนกี ่% 

ตามสมการ 2  

Precision = 
TP

TP + FP 
 (2) 

3) Recall คอื การวดัค่าความแม่นยาํอกีมติหิน่ึง ทีส่นใจผลลพัธก์บัทีเ่ป็นของจรงิดว้ย เช่น มองว่าโมเดลนัน้ทาํนาย

ถูกตอ้งกี ่% เมื่อเทยีบกนักบัของจรงิ ตามสมการ 3 

Recall = 
TP

TP + FN 
 (3) 

4) F1-Score คอื ค่าทีแ่สดงประสทิธภิาพ โดยการนําค่า Precision และ Recall มาคาํนวณหาค่าเฉลีย่ หรอื เรยีกว่า 

Harmonic Mean ซึง่ค่าสงูๆ ถอืว่า Model มปีระสทิธภิาพด ีตามสมการ 4 

F1-Score = 
2 * Precision * Recall

Precision + Recall 
 (4) 
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ผลการวิจยั 

ผลการฝึกสอนแบบจาํลอง YOLOv4 พบว่าความแม่นยาํโดยรวม (mean Average Precision; mAP) เท่ากบั 76% และ

มค่ีาสญูเสยีเฉลีย่ (average loss) เท่ากบั 5.55 โดยพบว่า การฝึกสอนในช่วงก่อน 60,000 รอบ ค่าสญูเสยี (loss) ลดลง

อย่างรวดเรว็ จากนัน้เมื่อมกีารวนซ้ําเพิม่ขึน้ ค่าสญูเสยีค่อยๆ ลดลงและมแีนวโน้มทีจ่ะคงที ่(ภาพที ่8) 

 

  
ภาพท่ี 7 การทาํนายแบบจาํลองในการทดสอบทัง้ 6 รปูแบบ ภาพท่ี 8 ผลของการฝึกสอนแบบจาํลอง YOLOv4 

 

นําผลของการฝึกสอนแบบจําลอง มาทดสอบประสทิธภิาพบนภาพถ่าย 6 รูปแบบ โดยการนําผลการทดสอบทีไ่ดใ้นแต่ละ

รปูแบบใส่ลงในตาราง Confusion Matrix และประเมนิผลการทดสอบ ไดด้งัต่อไปน้ี 

การทดสอบแบบท่ี 1 คลาสผกัโขมและแก้ว 

แบบจําลองน้ีสามารถทาํนายแก้วไดถู้กต้อง 108 ครัง้ ทํานายแกว้ผดิพลาดเป็นวตัถุอื่นทัง้หมด 108 ครัง้ ประกอบดว้ย 

ผกัโขม 105 ครัง้ เชอืก 1 ครัง้ และพลาสติก 2 ครัง้ และไม่สามารถทํานายแก้วได้ 18 ครัง้ (ตารางที่ 3) เมื่อทําการ

ประเมนิการทดสอบในการทดสอบประสทิธภิาพในครัง้น้ีของคลาสแก้ว พบว่า ค่าความถูกต้อง (Accuracy Score),  

ค่าความแม่นยาํ (Precision Score), ค่ารคีอล (Recall) และค่าเอฟ-1สกอร ์(F1-Score) คอื 52.15%, 47.50%, 53.07% 

และ 50.13% ตามลําดบั แบบจาํลองน้ีสามารถทาํนายแกว้ได ้95.72% และไม่สามารถทาํนายแกว้ได ้4.28% (ตารางที ่4) 

การทดสอบแบบท่ี 2 คลาสผกัโขมและพลาสติก 

แบบจําลองน้ีสามารถทํานายพลาสติกได้ถูกต้อง 108 ครัง้ ทํานายพลาสติกผิดพลาดเป็นวตัถุอื่นทัง้หมด 87 ครัง้ 

ประกอบด้วย ผกัโขม 86 ครัง้ และแก้ว 1 ครัง้ และไม่สามารถทํานายพลาสติกได้ 5 ครัง้ (ตารางที่ 3) เมื่อทําการ

ประเมินการทดสอบประสิทธิภาพในครัง้น้ีของคลาสพลาสติก พบว่าค่าความถูกต้อง (Accuracy Score), ค่าความ

แม่นยํา (Precision Score), ค่ารีคอล (Recall) และค่าเอฟ-1สกอร์ (F1-Score) คือ 52.22%, 52.94%, 55.38% และ 

54.14% ตามลําดบั แบบจาํลองสามารถทาํนายพลาสตกิได ้97.50% และไม่สามารถทาํนายพลาสตกิได ้2.50% (ตารางที ่4) 

การทดสอบแบบท่ี 3 คลาสผกัโขมและหิน 

แบบจําลองสามารถทํานายหนิได้ถูกต้อง 28 ครัง้ ทํานายหินผิดพลาดเป็นวตัถุอื่นทัง้หมด 163 ครัง้ ประกอบด้วย  

ผกัโขม 82 ครัง้ และพลาสติก 81 ครัง้ และไม่สามารถทํานายหินได้ 25 ครัง้ (ตารางที่ 3) เมื่อทําการประเมินการ

ทดสอบประสิทธิภาพในครัง้น้ีของคลาสหนิ พบว่าค่าความถูกต้อง (Accuracy Score), ค่าความแม่นยํา (Precision 

Score), ค่ารีคอล (Recall) และค่าเอฟ-1สกอร์ (F1-Score) คือ 51.10%, 65.12%, 14.66% และ 23.93% ตามลําดบั 

แบบจาํลองสามารถทาํนายหนิได ้88.43% และไม่สามารถทาํนายหนิได ้11.57% (ตารางที ่4) 
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การทดสอบแบบท่ี 4 คลาสผกัโขมและเชือก 

แบบจาํลองน้ีสามารถทาํนายเชอืกไดถู้กต้อง 94 ครัง้ ทาํนายเชอืกผดิพลาดเป็นผกัโขม 83 ครัง้ และไม่สามารถทาํนาย

เชอืกได ้15 ครัง้ (ตารางที ่3) เมื่อทําการประเมนิการทดสอบประสทิธภิาพในครัง้น้ีของคลาสเชอืก พบว่า ค่าความถูกตอ้ง 

(Accuracy Score), ค่าความแม่นยาํ (Precision Score), ค่ารคีอล (Recall) และค่าเอฟ-1สกอร ์(F1-Score) คอื 53.56%, 

54.02%, 53.11% และ 53.56% ตามลําดบั แบบจาํลองสามารถทาํนายเชอืกได ้92.19% และไม่สามารถทาํนายเชอืกได ้

7.81% (ตารางที ่4) 

การทดสอบแบบท่ี 5 คลาสผกัโขมและไม้ 

แบบจําลองสามารถทํานายไม้ได้ถูกต้อง 15 ครัง้ ทํานายไม้ผิดพลาดเป็นวตัถุอื่นทัง้หมด 123 ครัง้ ประกอบด้วย  

ผกัโขม 55 ครัง้ เชือก 60 ครัง้ และพลาสติก 8 ครัง้ และไม่สามารถทํานายไม้ได้ 44 ครัง้ (ตารางที่ 3) เมื่อทําการ

ประเมนิการทดสอบประสทิธภิาพในครัง้น้ีของคลาสไม้ พบว่า ค่าความถูกต้อง (Accuracy Score), ค่าความแม่นยํา 

(Precision Score), ค่ารีคอล (Recall) และค่าเอฟ-1สกอร์ (F1-Score) คือ 54.57%, 41.67%, 10.87% และ 17.24% 

ตามลําดบั แบบจาํลองสามารถทาํนายไมไ้ด ้75.82% และไม่สามารถทาํนายไมไ้ด ้24.18% (ตารางที ่4) 

การทดสอบแบบท่ี 6 คลาสผกัโขมและส่ิงเจือปนทัง้ 5 ชนิด 

แบบจําลองน้ีสามารถทํานายไม้ได้ถูกต้อง 5 ครัง้ ทํานายไม้ผิดพลาดเป็นวตัถุอื่นทัง้หมด 128 ครัง้ ประกอบด้วย  

ผกัโขม 46 ครัง้ หิน 4 ครัง้ แก้ว 4 ครัง้ เชือก 28 ครัง้ และพลาสติก 46 ครัง้ และไม่สามารถทํานายไม้ได้ 50 ครัง้ 

(ตารางที่ 3) เมื่อทําการประเมนิการทดสอบประสิทธภิาพในครัง้น้ีของคลาสไม้ พบว่า ค่าความถูกต้อง (Accuracy 

Score), ค่าความแม่นยํา (Precision Score), ค่ารคีอล (Recall) และค่าเอฟ-1สกอร์ (F1-Score) คอื 85.62%, 14.29%, 

3.76% และ 5.95% ตามลําดบั แบบจาํลองสามารถทาํนายไมไ้ด ้72.68% และไม่สามารถทาํนายไมไ้ด ้27.32% (ตารางที ่4) 

ทาํนายหนิไดถู้กตอ้ง 3 ครัง้ ทาํนายหนิผดิพลาดเป็นวตัถุอื่นทัง้หมด 156 ครัง้ ประกอบดว้ย ผกัโขม 60 ครัง้ ไม ้6 ครัง้ 

แกว้ 5 ครัง้ เชอืก 20 ครัง้ และพลาสตกิ 65 ครัง้ และไม่สามารถทาํนายหนิได ้33 ครัง้ (ตารางที ่3) เมื่อทาํการประเมนิ

การทดสอบประสทิธภิาพในครัง้น้ีของคลาสหนิ พบว่า ค่าความถูกตอ้ง (Accuracy Score), ค่าความแม่นยาํ (Precision 

Score), ค่ารีคอล (Recall) และค่าเอฟ-1สกอร์ (F1-Score) คือ 84.71%, 20.00%, 1.89% และ 3.45% ตามลําดับ 

แบบจาํลองสามารถทาํนายหนิได ้82.81% และไม่สามารถทาํนายหนิได ้17.19% (ตารางที ่4) 

ทํานายแก้วไดถู้กต้อง 6 ครัง้ ทํานายแก้วผดิพลาดเป็นวตัถุอื่นทัง้หมด 123 ครัง้ ประกอบดว้ย ผกัโขม 45 ครัง้ ไม ้5 

ครัง้ หนิ 2 ครัง้ เชอืก 16 ครัง้ และพลาสติก 55 ครัง้ และไม่สามารถทํานายแก้วได้ 57 ครัง้ (ตารางที่ 3) เมื่อทําการ

ประเมนิการทดสอบในการทดสอบประสทิธภิาพในครัง้น้ีของคลาสแก้ว พบว่า ค่าความถูกต้อง (Accuracy Score),  

ค่าความแม่นยํา (Precision Score), ค่ารคีอล (Recall) และค่าเอฟ-1สกอร์ (F1-Score) คอื 85.90%, 15.79%, 4.65% 

และ 7.19% ตามลําดบั แบบจาํลองสามารถทาํนายแกว้ได ้69.35% และไม่สามารถทาํนายแกว้ได ้30.65% (ตารางที ่4) 

ทาํนายเชอืกไดถู้กตอ้ง 44 ครัง้ ทาํนายเชอืกผดิพลาดเป็นวตัถุอื่นทัง้หมด 155 ครัง้ ประกอบดว้ย ผกัโขม 72 ครัง้ ไม ้4 

ครัง้ หนิ 3 ครัง้ แก้ว 5 ครัง้ และพลาสติก 71 ครัง้ และไม่สามารถทํานายเชอืกได้ 41 ครัง้ (ตารางที่ 3) เมื่อทําการ

ประเมนิการทดสอบในการทดสอบประสทิธภิาพในครัง้น้ีของคลาสเชอืก พบว่าค่าความถูกต้อง (Accuracy Score),  

ค่าความแม่นยาํ (Precision Score), ค่ารคีอล (Recall) และค่าเอฟ-1สกอร ์(F1-Score) คอื 72.98%, 23.53%, 22.11% 

และ 22.80% ตามลําดบั แบบจาํลองสามารถทาํนายเชอืกได ้82.92% และไม่สามารถทาํนายเชอืกได ้17.08% (ตารางที ่4) 

ทํานายพลาสตกิไดถู้กต้อง 88 ครัง้ ทํานายพลาสตกิผดิพลาดเป็นวตัถุอื่นทัง้หมด 129 ครัง้ ประกอบดว้ย ผกัโขม 77 

ครัง้ ไม ้5 ครัง้ หนิ 2 ครัง้ แก้ว 5 ครัง้ และเชอืก 40 ครัง้ และไม่สามารถทํานายพลาสตกิได ้13 ครัง้ (ตารางที ่3) เมื่อ

ทําการประเมนิการทดสอบในการทดสอบประสทิธภิาพในครัง้น้ีของคลาสพลาสตกิ พบว่า ค่าความถูกตอ้ง (Accuracy 

Score), ค่าความแม่นยํา (Precision Score), ค่ารคีอล (Recall) และค่าเอฟ-1สกอร์ (F1-Score) คอื 58.05%, 20.95%, 

40.55% และ 27.63% ตามลําดบั แบบจําลองสามารถทํานายพลาสตกิได ้94.35% และไม่สามารถทํานายพลาสตกิได ้

5.65% (ตารางที ่4) 
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ตารางท่ี 3 ผลการทดสอบประสทิธภิาพบนภาพถ่าย 6 รปูแบบ 

การทดสอบแบบท่ี 1 คลาสผกัโขมและแก้ว 

 
Predicted 

Unpredicted 
spinach wood rock glass string plastic 

Actual 

spinach 95 0 0 81 1 2 8 

wood 0 0 0 0 0 0 0 

rock 0 0 0 0 0 0 0 

glass 105 0 0 108 1 2 18 

string 0 0 0 0 0 0 0 

plastic 0 0 0 0 0 0 0 

การทดสอบแบบท่ี 2 คลาสผกัโขมและพลาสติก 

 
Predicted 

Unpredicted 
spinach wood rock glass string plastic 

Actual 

spinach 91 0 0 1 0 96 2 

wood 0 0 0 0 0 0 0 

rock 0 0 0 0 0 0 0 

glass 0 0 0 0 0 0 0 

string 0 0 0 0 0 0 0 

plastic 86 0 0 1 0 108 5 

การทดสอบแบบท่ี 3 คลาสผกัโขมและหิน 

 
Predicted 

Unpredicted 
spinach wood rock glass string plastic 

Actual 

spinach 90 0 15 0 0 68 19 

wood 0 0 0 0 0 0 0 

rock 82 0 28 0 0 81 25 

glass 0 0 0 0 0 0 0 

string 0 0 0 0 0 0 0 

plastic 0 0 0 0 0 0 0 

การทดสอบแบบท่ี 4 คลาสผกัโขมและเชือก 

 
Predicted 

Unpredicted 
spinach wood rock glass string plastic 

Actual 

spinach 92 1 0 0 80 0 3 

wood 0 0 0 0 0 0 0 

rock 0 0 0 0 0 0 0 

glass 0 0 0 0 0 0 0 

string 83 0 0 0 94 0 15 

plastic 0 0 0 0 0 0 0 
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การทดสอบแบบท่ี 5 คลาสผกัโขมและไม ้

 
Predicted 

Unpredicted 
spinach wood rock glass string plastic 

Actual 

spinach 95 21 0 0 51 12 10 

wood 55 15 0 0 60 8 44 

rock 0 0 0 0 0 0 0 

glass 0 0 0 0 0 0 0 

string 0 0 0 0 0 0 0 

plastic 0 0 0 0 0 0 0 

การทดสอบแบบท่ี 6 คลาสผกัโขมและส่ิงเจือปนทัง้ 5 ชนิด 

 
Predicted 

Unpredicted 
spinach wood rock glass string plastic 

Actual 

spinach 104 10 1 13 39 95 3 

wood 46 5 4 4 28 46 50 

rock 60 6 3 5 20 65 33 

glass 45 5 2 6 16 55 57 

string 72 4 3 5 44 71 41 

plastic 77 5 2 5 40 88 13 

 

ตารางท่ี 4 สรุปผลการทดสอบ 

Assessment Class 
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1st time spinach 52.15 47.50 53.07 50.13 95.72 4.28 

glass 52.15 57.14 50.00 53.33 92.31 7.69 

2nd time spinach 51.41 51.41 48.40 49.86 98.95 1.05 

plastic 52.22 52.94 55.38 54.14 97.50 2.50 

3rd time spinach 54.67 52.33 52.02 52.17 90.10 9.90 

rock 51.10 65.12 14.66 23.93 88.43 11.57 

4th time spinach 53.14 52.57 53.18 52.87 98.30 1.70 

string 53.56 54.02 53.11 53.56 92.19 7.81 

5th time spinach 56.15 63.33 53.07 57.75 94.71 5.29 

wood 54.57 41.67 10.87 17.24 75.82 24.18 

6th time spinach 58.33 25.74 39.68 31.23 98.87 1.13 

wood 85.62 14.29 3.76 5.95 72.68 27.32 

rock 84.71 20.00 1.89 3.45 82.81 17.19 

glass 85.90 15.79 4.65 7.19 69.35 30.65 

string 72.98 23.53 22.11 22.80 82.92 17.08 

plastic 58.05 20.95 40.55 27.63 94.35 5.65 
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สรปุและอภิปรายผลการวิจยั 

ผลการศกึษาพบว่าแบบจําลองน้ีมคีวามแม่นยําโดยรวม (mAP) 76% และมคี่าสูญเสยีเฉลี่ย (average loss) 5.55 ซึ่ง

แตกต่างกบัการทดลองของ Wu et al. (2020) ทีศ่กึษาการตรวจจบัดอกแอปเป้ิลสามสายพนัธุ์ ไดแ้ก่ Fuji, Red Love 

และ Gala แบบเรยีลไทม ์โดยใชอ้ลักอรธิมึการเรยีนรูเ้ชงิลกึ YOLOv4 พบว่าแบบจาํลองมคีวามแม่นยาํโดยรวม (mAP) 

97.31% และความเรว็ในการตรวจจบัอาจสงูถงึ 72.33 f/s ซึ่งตรงตามขอ้กําหนดแบบเรยีลไทม ์และมกีารตรวจจบัดอก

แอปเป้ิลทีร่วดเรว็และแม่นยาํ และการทดลองของ Zhu & Spachos (2020) ทีพ่ฒันาการคดัเกรดกล้วยและตรวจจบัจุด

บกชํ้าบนเปลือกกล้วย โดยใช้แบบจําลอง YOLOv3 พบว่าแบบจําลองมคีวามแม่นยําโดยรวม (mAP) 96.4% และ

รายงานว่าแบบจําลอง YOLO เป็นแบบจําลองการตรวจจบัวตัถุแบบ Real-time ซึ่งสามารถตรวจจบัและระบุตําแหน่ง

ของวตัถุขนาดเลก็ดว้ยความเรว็สูงได ้อาจเป็นเพราะความตากต่างในขัน้ตอนการเตรยีมชุดขอ้มูลรูปภาพของทัง้การ

ทดลองของ Wu et al. (2020) และ Zhu & Spachos (2020) ที่พบว่า ทัง้สองการทดลองใช้ชุดข้อมูลรูปภาพมี

รายละเอยีดภาพทีช่ดัเจน และใชร้ะยะห่างระหว่างกล้องถ่ายภาพและวตัถุเพยีง 30-50 เซนตเิมตร มคีวามแตกต่างกนั

กบัการศกึษาในครัง้น้ีทีม่รีะหว่างกลอ้งถ่ายภาพและวตัถุถงึ 107 เซนตเิมตร จงึทาํใหชุ้ดขอ้มลูรปูภาพทีไ่ดม้รีายละเอยีด

ภาพที่ไม่ชดัเจน เกิดจากระยะห่างระหว่างกล้องถ่ายภาพและวตัถุอยู่ห่างกนัมากเกินไป ส่งผลให้วตัถุที่ปรากฏใน

ภาพถ่ายมขีนาดทีเ่ลก็ รายละเอยีดไม่ชดัเจน และภาพถ่ายชุดขอ้มลูรปูภาพของผกัโขมแช่แขง็และสิง่เจอืปนทัง้ 5 ชนิด 

บางชิน้ส่วนมลีกัษณะรปูร่าง ส ีขนาดทีใ่กลเ้คยีงกนั ซึง่ยากต่อการจาํแนก 

เมื่อพิจารณากรณีการทดสอบแบบที่ 1-5 ที่เป็นการทดสอบการตรวจจับและจําแนกบนภาพถ่ายผักโขมรวมกับ

สิ่งเจือปนเพยีง 1 ชนิด พบว่าภาพถ่ายผกัโขมอยู่รวมกบัพลาสติกมปีระสิทธภิาพในการตรวจจบัสิง่เจอืปนสูงที่สุด 

รองลงมาคอืเชอืก แก้ว หนิ และไม้ ตามลําดบั เมื่อทดสอบบนภาพถ่ายผกัโขมรวมกบัสิง่เจอืปนทัง้ 5 ชนิด ในการ

ทดสอบแบบที ่6 ยงัคงพบว่า พลาสตกิมปีระสทิธภิาพในการตรวจจบัสิง่เจอืปนสงูทีสุ่ด รองลงมาคอืเชอืก แกว้ ไม ้และ

หนิ ตามลําดบั แต่พบว่าการทดสอบในแบบที ่6 มปีระสทิธภิาพการตรวจจบัสิง่เจอืปนตํ่ากว่าการทดสอบแบบที่ 1-5 

ทัง้น้ีอาจเป็นเพราะในขัน้ตอนการเตรยีมชุดข้อมูลรูปภาพสําหรบัการฝึกสอนแบบจําลอง เป็นการเตรียมชุดขอ้มูล

รูปภาพแบบแยกกนัในแต่ละคลาส โดยไม่มกีารเตรยีมชุดขอ้มลูรูปภาพทีห่ลายคลาสรวมอยู่ดว้ยกนัเพิม่เขา้ไปสําหรบั

ฝึกสอนแบบจําลองน้ีด้วย จงึทําใหเ้มื่อนํามาทดสอบบนภาพถ่ายทีม่ผีกัโขมและสิง่เจอืปนรวมอยู่ในภาพเดยีวกนัเกดิ

การทํานายทีผ่ดิพลาดขึ้น สอดคล้องกบัการทดลองของ เตชนิท์ วรสทิธิ ์และคณะ (2565) ทีพ่ฒันาระบบจําแนกชนิด

โรคขอบใบแห้งและโรคไหม้ของขา้วจากภาพถ่ายอาการของโรคในสภาพแปลงนา โดยใช้เทคนิคการเรยีนรู้เชิงลึก 

(Deep learning) ประกอบ Faster R-CNN Inception V2, Faster R-CNN ResNet 101, RetinaNet ResNet 50, 

RetinaNet ResNet 101, YOLOv3, และ Mask R-CNN และประเมนิประสทิธภิาพ พบว่า YOLOv3 มปีระสทิธภิาพ

สูงสุดในการรู้จําโรคทัง้สอง ซึ่งมค่ีาเฉลี่ยความถูกต้องในการจําแนกของโรคขอบใบแห้งและโรคไหม้ 90.33% และ 

86.46% ตามลําดบั อย่างไรกต็าม เมื่อทวนสอบความถูกต้องของระบบทีพ่ฒันาขึน้กบัภาพถ่ายทีไ่ม่เคยนํามาใชใ้นการ

พฒันาระบบ พบว่า ความความถูกต้องในการจําแนกโรคขอบใบแห้งและโรคไหม้ลดลงเหลือ 87.5% และ 74.0% 

ตามลําดบั ระบบน้ีมคีวามแม่นยําโดยรวม (mAP) ในการวนิิจฉัยทัง้สองโรคอยู่ที ่79.19% และพบว่าหากเพิม่ชนิดโรค

ในการพฒันาระบบรูจ้ําจะทําใหค่้าความถูกต้องเฉลี่ยของระบบรูจ้าํลดน้อยลง ซึ่งเป็นผลมาจากคุณภาพของภาพถ่าย

ลกัษณะอาการ รวมถงึความคลา้ยกนัของลกัษณะอาการในหลายๆ โรคได ้
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