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บทคัดย่อ 
บทความทางวิชาการนี้มุ่งเน้นการใช้อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนพยากรณ์ผลสัมฤทธ์ิทาง การเรียน

ของนักเรียนชั้นประถมศึกษาปีท่ี 6 ปีการศึกษา 2567 โดยใช้เทคโนโลยีปัญญาประดิษฐ์ ChatGPT เพื่อจ าลองชุดข้อมูล

ของนักเรียน จ านวน 1,000 ชุด โดยอา้งองิข้อมูลจรงิจากโรงเรียน 3 แห่งในจังหวัดเลย ข้อมูลท่ีศกึษา ได้แก่ เพศ, เกรด

เฉลี่ย, เกรดเฉลี่ยสะสม, จ านวนของช่ัวโมงท่ีเรียน, และสถานะทางการเรียน จากนั้นน าข้อมูลเข้าสู่อัลกอริทึมซัพพอร์ต

เวกเตอร์แมชชีนโดยแบ่งข้อมูลเป็น 2 กลุ่ม คือ กลุ่มฝึกสอนโมเดล 70% และกลุ่มทดสอบโมเดล 30% เพื่อประเมิน

ประสิทธิภาพของโมเดล ซึ่งขั้นตอนการสร้างโมเดลมี 5 ขั้นตอน ดังนี้ 1) ขั้นรวบรวมข้อมูล 2) ขั้นเตรียมข้อมูล  

3) ขั้นสร้างโมเดล 4) ขั้นทดสอบและประเมินประสิทธิภาพของโมเดลด้วยวิธีการ 10-Fold cross-validation และ  
5) ขั้นการน าแบบโมเดลไปใช้งานจริงโดยผสานร่วมกับโปรแกรม Altair AI Studio Educational 2025.0.0 ผลการศึกษา

พบวา่ โมเดลมปีระสิทธิภาพสูงท้ังในด้านของค่าความถูกต้อง ความแมน่ย า และค่าความระลึก ท้ังนี้ได้ผสานการท างาน

เข้ากับแพลตฟอร์ม One Compiler ซึ่งเป็นสภาพแวดล้อมออนไลน์ส าหรับการรันโค้ดและออกแบบส่วนติดต่อผู้ใช้ 

ด้วยภาษา HTML ซึ่งสามารถป้อนข้อมูลนักเรียนในการพยากรณ์ผลสัมฤทธ์ิทางการเรียนล่วงหน้าได้อย่างสะดวก ท้ังนี้ 

เคร่ืองมอืนี้จึงอ านวยความสะดวกแก่ผู้บริหารสถานศึกษา ครู และผู้ท่ีสนใจ ในการพัฒนาการจัดการเรียนการสอนให้มี

ประสิทธิภาพมากยิ่งขึน้ 
 

ค าส าคัญ:  การพยากรณ ์ ผลสัมฤทธ์ิทางการเรียน  แพลตฟอร์ม อัลกอริทึม  ซัพพอร์ตเวกเตอร์แมชชีน 
 

Abstract 
 This academic article focuses on the application of the Support Vector Machine (SVM) algorithm to predict 

the academic performance of Grade 6 students in the 2024 academic year. Artificial intelligence technology, 

specifically ChatGPT, was employed to simulate a dataset of 1,000 student records, based on real data collected 

from three schools in Loei Province, Thailand. The dataset included variables such as gender, grade point average 

(GPA), cumulative GPA, study hours, and academic status, while personal identifiers were excluded to ensure privacy. 

The data were divided into two sets: 70% for model training and 30% for testing to evaluate the model’s 

performance. The model development process consisted of five main stages: (1) data collection, (2) data preparation, 

บทความวิชาการ  (Academic Article) 

 

 



Trends of Humanities and Social Sciences Research   Vol. 13 No. 2 July – December 2025    |  65  

 
(3) model construction, (4) performance evaluation using 10-fold cross-validation, and (5) implementation using Altair 

AI Studio Educational 2025.0.0. The results revealed that the SVM model demonstrated high levels of performance 

in terms of accuracy, precision, and recall, confirming its potential as a reliable tool for academic performance 

prediction. Additionally, the model was integrated into the One Compiler application, an online coding platform that 

supports HTML-based user interface design. This enabled users to input student data and conveniently receive 

predictive outcomes. The tool serves as a practical resource for school administrators, teachers, and stakeholders to 

enhance decision-making and improve the effectiveness of teaching and learning management. 
 

Keywords:  Prediction, Achievement, Platform, Algorithm, Support Vector Machine 
 

บทน า 
การจัดการศึกษา ท้ังการศึกษาในระบบ การศึกษานอกระบบ และการศึกษาตามอัธยาศัยต้องเน้นความส าคัญ

ท้ังความรู้คุณธรรม กระบวนการเรียนรู้และบูรณาการตามความเหมาะสมของ  แต่ละระดับการศึกษา (ส านัก

นายกรัฐมนตรี, 2545) การศกึษาแตล่ะช่วงวัยในหลักสูตรได้ก าหนดตัวชี้วัด และการประเมินผลสัมฤทธ์ิทางการเรียนของ

ผู้เรียน ซึ่งเป็นผลลัพธ์ท่ีส าคัญท่ีบ่งชี้ถึงประสิทธิภาพของบุคคล และเป็นปัจจัยส าคัญท่ีช่วยให้ครูผู้สอน ผู้บริหาร และ

นักวิชาการศึกษาสามารถวิเคราะห์แนวโน้มการเรียนรู้และพัฒนากลยุทธ์การสอนได้อย่างมีประสิทธิภาพ การพยากรณ์

ผลการเรียนของผู้เรียนมีความส าคัญเป็นอย่างมากต่อสถาบันการศึกษา รัฐบาล ผู้ปกครอง และผู้มีส่วนได้ส่วนเสีย  

เพือ่น ามาชว่ยส่งเสริมการพัฒนาหลักสูตร (Rastrollo-Guerrero, Gómez-Pulido & Durán-Domínguez, 2020) 

การท าเหมืองข้อมูลหรือดาต้าไมน์นิง (Education Data Mining) คือ วิธีการค้นพบ และการกลั่นกรองความรู้

จากผลลัพธ์การวิเคราะห์โอกาสหรือความเป็นไปได้ในทางใดทางหนึ่งจากฐานข้อมูลท่ีมีขนาดใหญ่ (Larose & Larose, 

2014; Peanpedlerd, 2023; Ramageri, 2010) โดยประโยชน์ของการท าเหมืองข้อมูลทางการศึกษาเพื่อน ามาใช้หา

ความสัมพันธ์ของชุดข้อมูลนัน้ ๆ ได้แก่ การตัดสินใจ การวางแผน การท านายหรือพยากรณ์แนวโนม้กับสิ่งท่ีจะเกิดขึน้ใน

อนาคตจากการจ าแนก (Classification) เป็นกระบวนการน าเข้าของข้อมูลมาสร้างเป็นโมเดลแล้ววิเคราะห์ข้อมูล และ

ส่งออกเป็นข้อมูลใหม่เพื่อท านายอนาคต โดยอัลกอริทึมท่ีนิยมน ามาใช้วิเคราะห์ข้อมูล เช่น ต้นไม้ตัดสินใจ (Decision 

Tree) แบบจ าลองเบย์สอย่างง่าย (Naïve Bayesian) โครงข่ายประสาทเทียม (Artificial Neural Networks: ANN) และ 

ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: SVM) (นคร ละลอกน้ า, 2561) สอดคล้องแนวคิดของ  Alamri, 

Almuslim, Alotibi, Alkadi, UllahKhan, Aslam (2020) ท่ีได้ท านายผลการเรียนของนักศึกษาด้วยชุดข้อมูล 369 คน และ 

649 คน ตามล าดับ โดยใช้อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน และป่าสุ่ม (Random Forest: RF) เพื่อหาแนวทางแก้ไข

ปัญหาของนักศึกษาท่ีมีผลการเรียนต่ าโดยการจ าแนกประเภทแบบไบนารีและการถดถอยไปใช้กับชุดข้อมูลท้ังสองชุด 

พบว่า ความแม่นย าในกรณีของการจ าแนกแบบไบนารีให้ผลท านายท่ีแม่นย าถึง 93% ขณะที ่ค่าความคลาดเคลื่อนใน

การท านายอยูท่ี่ 1.13  

 ด้วยการประยุกต์ใช้เทคนิคเหมืองข้อมูลทางการศึกษา ถือเป็นเครื่องมือส าคัญท่ีสถาบันหรือโรงเรียนน ามาใช้

ยกระดับคุณภาพการเรียนการสอน (Bisri, Heryatun & Navira, 2025) ปัจจุบันการเรียนรู้ของเคร่ือง (Machine Learning) 

โดยใช้อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนได้ถูกน ามาใช้ในการจ าแนกนักเรียนท่ีมีผลการเรียนต่ ากว่าเกณฑ์ ซึ่งเป็น 

กลุ่มเสี่ยงท่ีอาจส าเร็จการศึกษาล่าช้า บทความทางวิชาการนี้มุ่งน าเสนอการสร้างโมเดลในการพยากรณ์ผลสัมฤทธ์ิ

ทางการเรียนของนักเรียนชั้นประถมศึกษาปีท่ี 6 เพื่อน าข้อมูลท่ีได้ไปใช้ในการวางแผน พัฒนา และปรับปรุงคุณภาพ

การศกึษาอยา่งเหมาะสม 
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แนวคดิ และทฤษฎีที่เกี่ยวข้อง 

 1. เหมอืงข้อมูลทางการศึกษา (Education Data Mining) 

ปัจจุบันนี้การน าเหมืองข้อมูลท่ีเกี่ยวข้องกับความส าเร็จในด้านการพัฒนาธุรกิจอีคอมเมิร์ซ และการปรับ

ประยุกตใ์ชด้้านการศึกษาเพิ่มจ านวนมากขึ้น การท าเหมืองข้อมูลด้านการศึกษาจะซ่อนอยู่ภายใต้ชุดข้อมูลท่ีมขีนาดใหญ่ 

ช่วยให้การตัดสินใจมีประสิทธิภาพมากยิ่งขึ้น ด้วยการวิเคราะห์ข้อมูลท่ีแตกต่างกันไป เช่น การท านาย และการจ าแนก

ประเภท (Adekitan & Salau, 2019; Batool, Rashid, Nisar, Kim, Kwon & Hussain, 2023) ประโยชนท่ี์ได้จากการท าเหมือง

ข้อมูลโดยใชอ้ัลกอริทึมเหล่านี้ถูกน ามาเพื่อออกแบบสร้างโมเดลในการท านายผลการเรียนรู้ของเคร่ือง (Machine Learning 

Models : ML) ซึ่งประเภทของเคร่ืองจักรอัลกอริทึมท่ีน ามาใช้ในการท าเหมืองข้อมูลทางการศึกษาได้แบ่งออกเป็น  

3 ประเภท ได้แก่ 1) ประเภทการเรียนรู้แบบมีผู้สอน (Supervised Learning) เพื่อท านายผลลัพธ์เป็นหมวดหมู่ 2) ประเภท

การเรียนรู้แบบไม่มีผู้สอน (Unsupervised Learning) เพื่อประมวลผลและเรียนรู้โครงสร้างของข้อมูลฝึกอบรมท่ีแฝง 

อยู่ภายใน และ 3) ประเภทการเรียนรู้แบบเสริมแรง (Reinforcement Learning) เป็นการปรับตัวตามสภาพแวดล้อม 

ท้ังเชิงบวกและเชิงลบล้วนส่งผลต่อประสิทธิภาพการท างานของโมเดล Peng, Jury, Dönnes & Ciurtin (2021) ปัจจุบันมี

สถาบันการศึกษาจ านวนมากได้น าชุดข้อมูลจากเหมืองข้อมูลทางการศึกษาไปวิเคราะห์หาสาเหตุ และปัจจัยส าคัญท่ีมี 

ผลต่อด้านการยกระดับคุณภาพการศึกษา โดยน าข้อมูลเหล่านี้ได้ถูกน าไปใช้ในการประเมินความส าเร็จ ความต้องการ

หรือแนวโน้มด้านการศึกษา รวมถึงพฤติกรรมการเรียนรู้ของผู้เรียน (Adekitan & Noma-Osaghae, 2019; Batool et al., 

2023) ดังภาพท่ี 1 
 

3 Types of Machine Learning 

(Every Data Scientist Should Know) 

 
 

ภาพที่ 1 ประเภทของการเรียนรู้ของเครื่อง 

ที่มา: Peng et al. (2021) 

 

 2. อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชนี (Support Vector Machine: SVM) 

SVM เป็นอัลกอริทึมของการเรียนรู้ของเคร่ืองประเภทหนึ่งโดยการศกึษาของ Chen and Zhai (2023) ได้กล่าวถึง 

อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน ถูกสร้างขึ้นเป็นคร้ังแรกและได้น าไปใช้แก้ปัญหาการจ าแนกประเภทต่าง ๆ เป็น

ผลส าเร็จ โดย Vapnik (Cortes & Vapnik, 1995) ซึ่งแปลงข้อมูลน าเข้า (Input) ของความสัมพันธ์ระหว่างตัวแปรท่ีไม่ไดอ้ยู่

Classification Regression Clustering 

Environment 

Model 
Agent 

feedback 
action 

state 

Model training with labelled data Model training with unlabelled data Model take actions in the environment then 
received state updates and feedbacks 
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ในรูปแบบเส้นตรง และมีฟังก์ชันเคอร์เนล (Kernel) ท่ีแปลงข้อมูลจากมิติเดิมไปสู่มิติท่ีสูงขึ้น ส่งผลให้เกิดความแม่นย า 

ในมติติา่ง ๆ (Tree, 2020) โดยการจ าแนกประเภทของอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชนีเป็นวิธีการน าเข้าข้อมูล (Input) 

ของตัวแปรท่ีมีความสัมพันธ์ท้ังแบบเชิงเส้นและไม่เชิงเส้นโดยอาศัยการแบ่งแยกข้อมูลด้วยเส้นตรงหรือไฮเปอร์เพลนท่ี

เหมาะสมเพื่อเป็นขอบเขตในการตัดสินใจ ลดข้อผิดพลาดของผลลัพท์ (Output) ท่ีได้จากการจ าแนกประเภทของชุดข้อมูล

ท่ีต้องการพยากรณ์ (Widaningsih, 2019) ตัวอย่างท่ีแสดงข้อมูลของการจ าแนกประเภทแบบไบนารีโดยใช้โมเดล

อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนอย่างง่ายท่ีมีขอบเขตกว้างท่ีสุด (Maximum-margin classifier) ในภาพ A และภาพ B 

ขณะเดียวกัน ภาพ C และภาพ D แสดงถึงข้อมูลท่ีไม่สามารถแยกออกจากกันได้ด้วยไฮเปอร์เพลนเชิงเส้น (Valkenborg  

et al., 2023) ดังแสดงในภาพท่ี 2  

 
 

ภาพที่ 2 การจัดจ าแนกประเภทของอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน 

ที่มา: Valkenborg et al. (2023) 
 

วีระพันธ์ พานิชย์ (2564) ได้กล่าวถึงหลักการท างานของอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน เป็นการสร้าง

และเลือกเส้นแบ่งเขตข้อมูลท่ีเหมาะสมท่ีสุดในการจ าแนกประเภทโดยเฉพาะการจ าแนกนักเรียนเป็น 2 กลุ่ม เช่น “ผ่าน/ 

ไม่ผ่าน” โดยระยะห่างระหว่างขอบเขตของ 2 กลุ่มให้มีระยะห่างมากท่ีสุด ถ้าระยะห่างยิ่งมากความผิดพลาดจะน้อยลง 

และได้น าเสนอโมเดลเพื่อท านายผลการเรียนวิชา Web Database ของนักศึกษาสาขาเทคโนโลยีการศึกษา คณะศึกษา

ศาตร์ มหาวิทยาลัยบูรพาโดยใช้การเรียนรู้ของเคร่ือง 4 วิธีด้วยโปรแกรม RapidMiner Studio การศึกษานี้ใช้ข้อมูลจ านวน 

271 คน กับข้อมูลการวิเคราะห์ความถดถอยพหุคูณแบบล าดับขั้นด้วยการ Atribute จ านวน 6 Atribute แบ่งเป็น 2 กลุ่ม 

ได้แก่ กลุ่มเรียนรู้ (Train Set) 80% และกลุ่มทดสอบ (Test set) 20% ผลการศึกษานี้ชี้ให้เห็นว่าประสิทธิภาพการท านาย

ด้วยวธีิ Neural Network มคี่าความถูกตอ้ง (Accuracy) มากท่ีสุด 85.89 %รองลงมาวธีิ Support Vector Machine 85.19 % 

ล าดับท่ีสามวิธี Decision Tree 79.63 % ล าดับสุดท้ายวิธี Naive Bayes 74.07 % ซึ่งสอดคล้องกับ Yağcı (2022) ได้ศึกษา

การท าเหมืองข้อมูลทางด้านการศึกษาเกี่ยวกับความสัมพันธ์ของเครื่องมือท่ีมีประสิทธิภาพในการพยากรณ์ผลสัมฤทธ์ิ

ทางการเรียนของนกัศกึษา จ านวน 1,854 คน ท่ีเรียนวชิาภาษาตุรกีของมหาวิทยาลัยแห่งหนึ่ง ในปี ค.ศ. 2019-2020 ด้วย

การเปรียบเทียบประสิทธิภาพของอัลกอริทึมป่าสุ่มและอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน โดยมีตัวแปรท่ีใช้ศึกษา 

ได้แก่ คะแนนสอบกลางภาค ข้อมูลรหัสวิชา และภาควิชา ผลการศึกษาพบว่า การวิเคราะห์ผลการเรียนรู ้ของนักศึกษาท่ี

คาดว่าจะไม่จบการศึกษาในการจ าแนกประเภทมีความแม่นย า 70-75% เช่นเดียวกับการท านายความส าเร็จทางการ

ศึกษาของ Al-Hidayah เมือง Bogor ท่ีมีข้อมูลของผลการศึกษา 97 รายการ พบว่า การท าเหมืองข้อมูลโดยใช้
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อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนสามารถท านายความส าเร็จทางการศึกษาของผู้เรียนท่ีจบการศึกษาได้ตรงตามเวลา

อยา่งแมน่ย าถึง 85% (Mailana, Putra, Hidayat & Wibowo, 2021)  

 

 3. ขั้นตอนการสร้างโมเดล (Modeling) ด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชนี  

 บทความทางวิชาการนี้ได้เสนอการพยากรณ์ผลสัมฤทธ์ิทางการเรียนโดยใช้อัลกอริทึมซัพพอร์ตเวกเตอร์ 

แมชชีนของนักเรียนชั้นประถมศึกษาปีท่ี 6 ด้วย ในบทความนี้ได้ศึกษาเป็นขั้นตอนการสร้างโมเดล ประกอบด้วย 5 ขั้น  

(ชัยมงคล ปินะสา, ส าราญ มีแจ้ง และ น้ าทิพย์ องอาจวาณิชย์, 2567) ดังนี้ 1) ขั้นรวบรวมข้อมูล (Dataset) 2) ขั้นเตรียม

ข้อมูล (Data Preparation) 3) ขั้นสร้างโมเดล (Modeling) ด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน 4) การทดสอบและ

ประเมนิประสิทธิภาพของโมเดล (Evaluation)  และ 5) ขั้นการน าแบบโมเดลไปใชง้านจริง (Deployment) ดังภาพท่ี 3 
 

 
 

ภาพที่ 3 ขั้นตอนการสร้างโมเดลอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชนี 

 
 3.1 การรวบรวมข้อมูล 

 การเก็บรวบรวมข้อมูลทางการศกึษาในคร้ังนี้ได้รวบรวมข้อมูลผลการเรียนของผู้เรียนชั้นประถมศกึษาปีท่ี 6 

ในปีการศึกษา 2567 ได้แก่ ผู้เรียนโรงเรียนบ้านหนองดอกบัว โรงเรียนบ้านท่าสวรรค์ และโรงเรียนบ้านป่าม่วง จังหวัดเลย 

จ านวนท้ังหมด 18 คน ด้วยการเลือกประชากรท้ังหมดท่ีศึกษา เนื่องจากชุดข้อมูลมีขนาดเล็กจึงได้จ าลองข้อมูล (Simulate 

Data) ซึ่งอ้างอิงจากฐานข้อมูลสารสนเทศของท้ัง 3 โรงเรียน แล้วน าเข้าไฟล์ข้อมูลให้เทคโนโลยีปัญญาประดิษฐ์ ChatGPT 

ซึ่งข้อดีของ ChatGPT มีหลายประการ ได้แก่ การประหยัดเวลาและทรัพยากร มีความยืดหยุ่นในก าหนดเงื่อนไขต่าง ๆ  

ของข้อมูลจ าลอง และหลีกเล่ียงความเสี่ยงในการละเมิดข้อมูลส่วนบุคคล ดังนั้นผู้เขียนจึงได้จ าลองชุดข้อมูล จ านวน  

1,000 ชุดโดยใช้ ChatGPT ได้แก่ ชื่อนามสกุล เพศ เกรดเฉลี่ย จ านวนชั่วโมงท่ีเรียน เกรดเฉลี่ยสะสม และสถานะทางการ

เรียน โดยการเขียน Prompt “ชว่ยจ าลองชุดข้อมูล ได้แก่ ชื่อ นามสกุล เพศ เกรดเฉลี่ย จ านวนชั่วโมงท่ีเรียน เกรดเฉลี่ยสะสม 

และสถานะทางการเรียน จากไฟล์ท่ีแนบ จ านวน 1000 ชุดข้อมูล” ท้ังนี้ ผู้เขียนได้พิจารณาอยา่งรอบคอบตามหลักจริยธรรม

การวิจัยในมนุษย์โดยไม่น าข้อมูลส่วนบุคคลมาใช้โดยตรงเพื่อป้องกันการละเมิดสิทธิส่วนบุคคล แต่อย่างไรก็ตามชุดข้อมูล

ท่ีได้จ าลองนั้นมีลักษณะใกล้เคียงกับข้อมูลจริง เมื่อได้ชุดข้อมูลจะน ามาก าหนดค่าตัวแปรตามชนิดของข้อมูล เช่น  

ชื่อ-นามสกุล ชนดิของข้อมูลเป็น text ถ้าเป็น เพศ ชนดิของข้อมูลเป็น Nominal ส่วนเกรดเฉลี่ยสะสม หรือ GPA เป็นผลการ

เรียนรายปีการศึกษา ชนิดของข้อมูลเป็น Real โดยผู้เรียนท่ีได้เกรด 0 หมายถึง จะมีคะแนนต่ าสุด และผู้เรียนท่ีได้เกรด 4 

หมายถึง จะมีคะแนนสูงสุด อีกท้ัง Wiyono, Abidin, Wibowo, Hidayatullah & Dairoh (2019) ได้กล่าวถึง Satuan Kredit 

ขั้นรวบรวมขอ้มูลของนักเรยีนชั้น ป.6  

ขั้นเตรียมขอ้มูล  

ขั้นสร้างโมเดลดว้ยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน  

ขั้นทดสอบและประเมนิประสิทธภิาพของโมเดลอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน 

ขั้นการน าแบบโมเดลไปใช้งานจริง 
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Semester: SKS เป็นหน่วยกิตท่ีผู้เรียนได้ลงทะเบียนเรียนในแต่ละปีการศึกษา และบ่งบอกถึงสถานะทางการเรียน ซึ่งเป็น

ข้อมูลท่ีน ามาใช้ในการท านายความแมน่ย าหรือความล่าช้าของความส าเร็จในการเรียน เมื่อการเก็บรวบรวมข้อมูลของการ

สร้างโมเดลเสร็จสิ้นแล้ว จากนั้นบันทึกข้อมูลเป็นไฟล์นามสกุล CSV (Comma Separated Values) เพื่อน าไปสู่ขั้นการเตรียม

ข้อมูล (Novianto & Suhirman, 2024)  

 3.2 ขั้นการเตรียมข้อมูลเพื่อประมวลผลของชุดข้อมูล ดังนี้     

 ขั้นตอนท่ี 1 ขั้นจัดรูปแบบของข้อมูล (Formatting) เพื่อหลีกเลี่ยงและลดสัญญาณรบกวนของข้อมูลท่ี 

ไม่ครบถ้วนสมบูรณ์ (Switrayana, Ashadi, Hairani, & Aminuddin, 2023) ได้แก่ การปรับสเกลของข้อมูล การเปลี่ยน

ข้อความ (Text) แทนด้วยตัวเลข (Numeric) ได้แก่ เพศชาย แทน 0 เพศหญิง แทน 1 เป็นตน้ 

 ขั้นตอนท่ี 2 ขั้นท าความสะอาดของชุดข้อมูล เป็นขั้นตอนในการก าหนดลักษณะของข้อมูลท่ีไม่ 

สอดคล้องกัน (Putri & Waspada, 2018)  

 ตัวอย่างการเตรียมข้อมูลเพื่อป้อนเข้าภายหลังจากการก าหนดค่าตัวแปร ได้แก่ 1) ชื่อ -นามสุกล เลือก

ชนิดของข้อมูลเป็น Nominal 2) เพศ เลือกชนิดของข้อมูลเป็น Text 3) เกรดเฉลี่ย เลือกชนิดของข้อมูลเป็น Real  

4) หนว่ยกิต เลอืกชนดิของข้อมูล Integer และ 5) สถานะทางการเรียน เลอืกชนดิของข้อมูลเป็น Nominal และ Label  

 3.3 ขั้นการสร้างโมเดลด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน มขีั้นตอนดังนี้ 

 1. สร้างโมเดล (Modeling) โดยการก าหนดโครงสร้างโมเดลด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน 

ดังนี้ 

  1.1 เลือก Kernel Function ท่ีเหมาะสมกับลักษณะของข้อมูล เส้นตรงสามารถแยกข้อมูลออกเป็น

สองกลุ่มได้ชัดเจน โมเดลท่ีใช ้Linear Kernel มคีวามเรียบง่าย ใชเ้วลาฝึกนอ้ย และเหมาะกับชุดข้อมูลขนาดใหญ่ 

  1.2 การตั้งค่าพารามิเตอร์ C ท่ีใช้ควบคุมความสมดุลระหว่างการจ าแนกข้อมูลให้ถูกต้อง

ข้อผิดพลาดบางกรณีในชุดข้อมูลฝึก (Training Data) เพื่อหลีกเลี่ยงการฝึกโมเดลจนจ ารายละเอยีดมากเกินไป (Overfitting) 

และ Gamma ท่ีควบคุมขอบเขตของอทิธิพลท่ีข้อมูลแต่ละจุดของโมเดล อยา่งรอบคอบ 

 2. ขั้นตอนการท าเหมืองข้อมูลทางการศึกษา เป็นขั้นตอนภายหลังจากการเก็บรวบรวม การจัดรูปแบบ 

และการท าความสะอาดของชุดข้อมูล เพื่อวิเคราะห์ข้อมูลเชิงปริมาณและเชิงคุณภาพ โดยใช้โปรแกรม Altair AI Studio 

Educational 2025.0.0 (Uska, Wirasasmita, Usuluddin & Arianti, 2020) ซึ่งเป็นแพลตฟอร์มส าหรับข้อมูลขนาดใหญ่  

มีข้อดี คือ เป็นแพลตฟอร์มท่ีนักพัฒนาอนุญาตให้ใช้งานได้ฟรี อีกทั้งยังสามารถขอมีลิขสิทธ์ิในเชิงพาณิชย์ได้อีกด้วย 

(Madyatmadja et al., 2021) ขั้นตอนแรกในการใช้งานของ FETATNIA (2024) ดังนี้ 1) เปิดโปรแกรม Altair AI Studio 

Educational 2025.0.0 แล้วคลิกมุมบนซ้ายค าวา่ "Repository" เปิดไฟล์ท่ีจัดเก็บข้อมูล 2) คลิกขวาเพื่อเลือก "Import Data" 

น าเข้าไฟล์ CSV 3)เลือกไฟล์ CSV จากนั้นคลิก "Open"  3) ตรวจสอบคุณสมบัติประเภทของข้อมูล และ 4) คลิก "Finish" 

เพื่อน าเข้าข้อมูลไฟล์นามสกุล CSV เข้าสู่โปรแกรม Altair AI Studio Educational 2025.0.0 จากนั้นแบ่งชุดข้อมูลออกเป็น  

2 กลุ่ม คือ กลุ่มฝึกสอนโมเดล (Training Set) 70% และกลุ่มทดสอบโมเดล (Testing Set) 30% ดังภาพท่ี 4  
 

                     
 

ภาพที่ 4 ตัวอยา่งการสร้างโมเดล (Modeling) ด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน 
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3.4 ขั้นทดสอบและประเมินประสิทธิภาพของโมเดลอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนด้วยวิธีการ 10-

Fold cross-validation ซึ่งเป็นวิธีการท่ีได้รับการยอมรับและน ามาใช้กันอย่างแพร่หลายในงานวิจัยด้านการเรียนรู้ของ

เคร่ือง เนื่องจากสามารถสร้างความสมดุลระหวา่งความแม่นย าของการประเมินและภาระในการค านวณ (Kohavi, 1995) 

โดยแบ่งชุดข้อมูลแต่ละรอบออกเป็น 10 ส่วน โดย 9 ส่วนจะเป็นกลุ่มฝึกสอนโมเดล 70% และอีก 1 ส่วนจะเป็น 

กลุ่มทดสอบโมเดล 30% (Testing Set) แล้วสลับกันฝึกและทดสอบ จนครบท้ัง 10 ส่วน เมื่อกระบวนการครบถ้วนแล้ว จะ

น าผลลัพธ์จากแต่ละรอบมาค านวณค่าเฉลี่ยเพื่อประเมินประสิทธิภาพของภาพรวมโมเดล จากนั้นจึงน าโมเดลท่ีได้ไปรัน

เพื่อประเมินผลลัพธ์จริงออกมา ซึ่งการวิเคราะห์ผลลัพธ์ท่ีได้จากตารางประเมินผล (Confusion Matrix) เป็นการพยากรณ์

ของอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนเทียบกับค่าจริงของข้อมูล (Gu, Zhu & Cai, 2009; Valero-Carreras, Alcaraz & 

Landete, 2023) ดังภาพท่ี 5 ได้แสดงค่าประสิทธิภาพหลักของโมเดล ได้แก่ ค่าความถูกต้อง (Accuracy) ท่ีบ่งชี้ระดับ 

ความถูกต้องของการจ าแนกประเภทของโมเดล ค่าความแม่นย า (Precision) โดยการวัดความแม่นย าของการพยากรณ ์

กับตัวอย่างท่ีโมเดลพยากรณ์ และค่าความระลึก (Recall) จะวัดความสามารถของโมเดลในการตรวจจับตัวอย่าง  

(Ali & Saleem, 2022; Valero-Carreras et al., 2023)  
 

 
 

ภาพที่ 5 ค่าประสิทธิภาพการพยากรณข์องโมเดล 
 

 หากน าผลลัพธ์ (Output) จากทดสอบประสิทธิภาพของโมเดล (Testing) มาเขียนสมการแปลงค่า

ผลลัพธ์การพยากรณ์ผลสัมฤทธ์ิทางการเรียนด้วยสูตรของ Putri et al. (2023) จะได้ค่าการค านวณประสิทธิภาพ 

การพยากรณ์ของโมเดล ดังนี้ 
 

 ค่าความถูกตอ้ง accuracy = 
TP+TN

TP+TN+FP+FN
 =

648+352

648+352+0+0
 = 

1000

1000
 = 1.0 =100% 

 ค่าความแมน่ย า precision = 
TP

TP+FP
 = 

648

648+0
 = 

648

648
 = 1.0 =100% 

 ค่าความระลึก recall =
TP

TP+FN
 =

352

352+0
 =

352

352
 = 1.0 =100% 

 

  ผลลัพธ์ของการศึกษาครัง้นี้สอดคล้องการศกึษาของ Novianto and Suhirman (2024) จากการทบทวน

วรรณกรรม(Hairani, 2021; Haryatmi & Hervianti, 2021)ท่ีได้เปรียบเทียบประสิทธภิาพความแมน่ย าขออัลกอริทึมซัพ

พอร์ตเวกเตอร์แมชชีน ไวอ้ย่างนา่สนใจ แสดงในตารางที่ 1 
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ตารางที่ 1 ตารางการเปรียบเทียบผลการวจิัยเกี่ยวกับอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน 

ที่มา: Novianto and Suhirman (2024) 
 

 3.5 ขั้นการน าโมเดลอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนไปใชง้านจรงิ  

 หลังจากทดสอบและประเมินประสิทธิภาพของโมเดลด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนแล้ว 

ขั้นตอนต่อไปคือการน าโมเดลท่ีผ่านการฝึกฝนด้วยโปรแกรม Altair AI Studio Educational 2025.0.0 แล้วแบ่งกลุ่มข้อมูล

กลุ่มฝึกสอน 70% และข้อมูลกลุ่มทดสอบ 30% จากนัน้ให้เลอืก ตัวด าเนนิการ (Operators) ดังนี้ 1) Retrieve Student Data 

เรียกใช้งานในรูปแบบไฟล์ เช่น .csv 2) Select Attributes เพื่อเลือกคุณลักษะณะของชุดข้อมูล 3) Set Role ให้ก าหนด

บทบาทของตัวแปรในชุดข้อมูล 4) Cross Validation ด าเนนิการตรวจสอบประสิทธิภาพความแมน่ย าของโมเดลด้วยวิธีการ 

10-Fold cross-validation 5) เลือก Support Vector Machine ปรับตั้งค่าพารามิเตอร์และ Kernel Function 6) Apply Model 

น าโมเดลท่ีฝึกฝนแล้วไปประยุกต์ใช้กับข้อมูล และ 7) Performance ประเมินประสิทธิภาพของโมเดลด้วยค่าความถูกต้อง 

ค่าความแมน่ย า และค่าความระลึก  

  จะเห็นได้ว่าผลลัพธ ์ของโมเดลมีค่าเฉลี่ยรวมจากทุกชั้นเท่ากับ 100 % ซึ่งโมเดลท่ีถูกฝึกด้วย

เวกเตอร์สนับสนุนจะมีท้ังหมด 1,000 รายการ โดยมีค่าน้ าหนักเฉพาะตัวท่ีสะท้อนถึง เส้นแบ่งการจ าแนกประเภท การมี

ค่าบวกและลบในน้ าหนักชี้ให้เห็นถึงความสามารถของโมเดลในการจ าแนกกลุ่มข้อมูลออกจากกันในลักษณะของ Binary 

Classification นอกจากนี้ โมเดลยังแสดงค่าไบแอส (Bias) เท่ากับ -0.294 เป็นค่าคงท่ีท่ีใช้ในสมการของเส้นแบ่ง 

การตัดสินใจ ดังแสดงในภาพท่ี 6 

 

 
 

ภาพที่ 6 แสดงค่าฟังก์ชันเคอร์เนลของโมเดล 

 

  

  

ผู้วิจัย (Author) ค่าความถูกต้อง (Accuracy) 

Hairani, 2021 SVM: 83.9% 

Haryatmi & Hervianti, 2021 SVM: 94.4% 

Novianto and Suhirman, 2024 K-NN: 98.45% และ SVM: 96.90% 

บทความท่ีน าเสนอ SVM: 100% 
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จากนัน้ส่งออกโมเดลในส่วนต่อประสานระหวา่งผู้ใช ้(User) กับระบบคอมพวิเตอร์หรือแพลตฟอร์มซึ่งยังไม่ได้

เชื่อมต่อกับโมเดลจากอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน โดยตรงจากโปรแกรม Altair AI Studio Educational 

2025.0.0 ในรูปแบบ JavaScript ซึ่งเป็นมาตรฐานกลางส าหรับการน าโมเดลท่ีฝึกแล้วไปใช้งานจริง หรือเชื่อมต่อเข้ากับ

ระบบออนไลน์ของเคร่ืองโดยบูรณาการร่วมกับแพลตฟอร์ม One Compiler เพื่อสาธิตรูปแบบการใช้งาน ซึ่งเป็น

สภาพแวดล้อมออนไลน์ส าหรับการรันโค้ดและออกแบบส่วนติดต่อผู้ใช้ด้วยภาษา HTML ท่ีสามารถป้อนข้อมูลนักเรียน

ในการพยากรณ์ผลสัมฤทธ์ิทางการเรียนล่วงหน้าได้อย่างสะดวก ได้แก่ ชื่อ-สกุล รายวิชา ผลการเรียนก่อนหน้า 

เปอร์เซ็นตข์องอัตราการเข้าเรียน การมสี่วนร่วมของผู้ปกครอง รวมถึงเวลาเรียนเฉลี่ยต่อสัปดาห์ เมื่อมกีารกรอกข้อมูล

ท่ีครบถ้วน จะท าการเลอืกพยากรณ์ผลการเรียน แล้วระบบจะท าหนา้ท่ีวเิคราะห์และประเมนิผลสัมฤทธ์ิทางการเรียนท่ีได้

จากการพยากรณ์ไว้ล่วงหน้าได้อย่างเป็นระบบโดยใช้เกณฑ์ตดัสินผลการเรียนผ่านหรือไมผ่่าน สะดวกในการน าไปใช้งาน  

ซึ่งเป็นประโยชน์แก่ครู ผู้บริหารสถานศึกษา และผู้ปกครอง ในการกรอกข้อมูลต่าง ๆ พยากรณ์ผลการเรียนผ่านระบบ

ออนไลน ์ดังภาพท่ี 10  
 

 
 

ภาพที ่10 แพลตฟอร์ม One Compiler เพื่อการพยากรณผ์ลสัมฤทธ์ิทางการเรียน 

ที่มา: https://drive.google.com/drive/folders/1_wWlu0Bou_1GsjaTQv62daSolsgkQQD2?usp=sharing 
 

บทสรุป 
 บทความทางวิชาการนี้มุ่งน าเสนอผลการศึกษามุ่งน าเสนอการสร้างโมเดลในการพยากรณ์ผลสัมฤทธ์ิทางการ

เรียนของนักเรียนชั้นประถมศกึษาปีท่ี 6 เพื่อน าข้อมูลท่ีได้ไปใช้ในการวางแผน พัฒนา และปรับปรุงคุณภาพการศกึษาบน

พื้นฐานแนวคิดพื้นฐานของการท าเหมืองข้อมูลทางการศึกษาอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน และการใช้โปรแกรม 

Altair AI Studio ในการพัฒนาโมเดลเชิงพยากรณ์ ซึ่งมี 5 ขั้นตอนหลัก ได้แก่ การรวบรวมข้อมูล การเตรียมข้อมูล  

การสร้างโมเดล การทดสอบและประเมินผลประสิทธิภาพโมเดล และการน าไปใช้งานจริงโดยจ าลองชุดข้อมูล จ านวน 

1,000 คน จาก ChatGPT ท่ีอ้างอิงจากฐานข้อมูลจริง ประกอบด้วย ชื่อ-นามสกุล เพศ เกรดเฉลี่ย จ านวนช่ัวโมงที่เรียน 

เกรดเฉลี่ยสะสม และสถานะทางการเรียน ผ่านการวิเคราะห์ด้วยโปรแกรม Altair AI Studio Educational 2025.0.0  

ด้วยวธีิการ 10-Fold Cross-Validation เพื่อเพิ่มความแมน่ย าในการ พยากรณ์ผลสัมฤทธ์ิทางการเรียน  
  ผลการศึกษาพบว่า การสร้างโมเดลโดยใช้อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนมีค่าความแม่นย าของค่า 

ความถูกต้อง ค่าความแม่นย า และค่าความระลึกสูงถึง 100% บ่งบอกถึงประสิทธิภาพของโมเดลท่ีน ามาบูรณาการ

ร่วมกับแพลตฟอร์ม One Compiler เพื่อสาธิตรูปแบบการใช้งาน ซึ่งถูกออกแบบให้สามารถเชื่อมต่อกับส่วนติดต่อผู้ใช้ใน

รูปแบบ HTML เพื่อเอื้อประโยชน์แก่ครู ผู้บริหารสถานศึกษา และผู้ปกครอง ในการกรอกข้อมูลต่าง ๆ พยากรณ์ 

ผลการเรียนผ่านระบบออนไลน์ ท้ังนี้ในการสร้างชุดข้อมูลจ าลอง จ านวน 1,000 ชุดข้อมูลด้วย ChatGPT ท่ีอ้างอิงจาก
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ฐานข้อมูลจริง ถือเป็นแนวทางใหมใ่นการเข้าถึงข้อมูลผู้เรียนเกี่ยวกับข้อจ ากัดด้านจริยธรรมและความเป็นส่วนตัว ชว่ยให้

การสร้างโมเดลเบือ้งตน้มคีุณภาพในการน ามาใช้งาน  

 แม้โมเดล SVM นี้จะถูกฝึกด้วยข้อมูลจากโรงเรียนต้นแบบ และยังไม่มีการตรวจสอบความแม่นย าใน

สภาพแวดล้อมจริงแตส่ามารถท านายผลสัมฤทธ์ิทางการเรียนได้อยา่งมีประสิทธิภาพ สะท้อนถึงความสามารถของโมเดล

ในการน าไปใช้งานจริงกับข้อมูลจากโรงเรียนอื่นท่ีไม่อยู่ในชุดข้อมูลฝึกหัด อย่างไรก็ตามหากบริบทของโรงเรียนมีความ

แตกต่างกันอย่างชัดเจน เช่น ลักษณะของผู้เรียน แนวทางการพัฒนาโมเดลในอนาคตอาจจ าเป็นต้องมีการปรับปรุงหรือ

ฝึกฝนโมเดลเพิ่มเติม โดยน าข้อมูลจริงจากหลายพื้นท่ีหลากหลายเพื่อเพิ่มความสามารถของการปรับตัว และ 

ลดความเสี่ยงจาก Overfitting จะช่วยให้ได้ผลลัพธ์ท่ีแม่นย ามากยิ่งขึ้น นอกจากนี้ยังมีข้อจ ากัดในด้านชุดข้อมูลจริงท่ีเป็น

เพียงกลุ่มตัวอย่างจึงท าให้เกิดความล าเอียงของชุดข้อมูลและไม่อาจสะท้อนการพยากรณ์ผลสัมฤทธ์ิทางการเรียน  

ของนักเรียนในพื้นท่ีอ่ืนได ้ 
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